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1 Methods

1.1 Sampling and core chronology

Core GeoB23302-2 was recovered from the Celtic Margin, off the English Channel (47°26’N, 8°28’W; 2184 m water depth) (Figure 1 in the main text), with the help of a gravity corer during cruise MSM 79 of the research vessel Maria S. Merian. The core location is in close proximity to the site where core MD95 2002, which has been studied in previous publications (e.g., Ménot et al., 2006; Toucanne et al., 2015), was retrieved (47°27’N, 8°32’W) (see Figure 1 in the main text). The chronology of our 700 cm core was established based on seven radiocarbon accelerator mass spectrometry (\(^{14}\)C-AMS) measurements of planktic foraminifera (\(G.\) bulloides and \(N.\) pachyderma) picked at specific depths. The preparation and measurement of these samples followed well-established protocols routinely run at the MICADAS \(^{14}\)C laboratory of the Alfred Wegener Institute (AWI) (Mollenhauer et al., 2021). The \(^{14}\)C ages were uploaded to the OxCal software version 4.4.2 (Bronk Ramsey, 1995, 2009a) and, using the P Sequence model, the global marine calibration curve Marine20 (Heaton et al., 2020), and a local marine reservoir correction \(\Delta R\) of 94 ± 45 \(^{14}\)C yr (Tisnérat-Laborde et al., 2010), a deposition model was constructed (Bronk Ramsey, 2008; Bronk Ramsey and Lee, 2013). A general outlier analysis was employed to account for possible outliers within the chronological model (Bronk Ramsey, 2009b).
1.2 Elemental analyses

The X-ray fluorescence (XRF) characterization of core GeoB23302-2 was performed using the XRF Core Scanner II (AVAATECH Serial No. 2) at the Center for Marine Environmental Sciences (MARUM), University of Bremen, Germany. Measurements were performed at 1 cm intervals for the upper 3.5 m of the core and at every 2 cm for the remaining section. The scan resolution was set to 1 cm with 2 running rounds, during which the elements were detected with 10 and 30 kV of tube voltage. In order to account for the closed sum effects of water content, grain size and OM amount (e.g., Weltje and Tjallingii, 2008), we report elemental ratios for zirconium (Zr), rubidium (Rb), iron (Fe) and calcium (Ca), i.e., Zr/Rb and Fe/Ca.

1.3 Biomarker analyses and derived indices

Sediment samples taken at 10 cm intervals from core GeoB23302-2 were freeze-dried and homogenized. For each depth, approximately 3 g of sediment were subsampled and underwent ultrasonic extraction with a mixture of dichloromethane:methanol 9:1 (v:v). This step was repeated three times and the total lipid extracts obtained were then saponified with 0.1 M potassium hydroxide (KOH) in methanol:water 9:1 at 80 °C for 2 h. This procedure resulted in the separation of the neutral lipids and n-alkanoic acids fractions, which were subsequently extracted using n-hexane and dichloromethane (at pH 1), respectively. Next, silica gel chromatography was employed to further split the neutral lipids via elution with n-hexane and dichloromethane:methanol 1:1 (v:v), yielding the n-alkanes and glycerol dialkyl glycerol tetraether lipids (GDGTs) subfractions, respectively. The n-alkane concentrations were measured via gas chromatography (GC) using a 7890A GC (Agilent Technologies) equipped with a flame ionization detector (FID) and DB-5MS fused silica capillary columns (60 m, ID 250 μm, 0.25 μm film coupled to a 5 m, ID 530 μm deactivated fused silica precolumn). Retention times and the comparison with an n-alkane standard were used for the identification of different compounds whereas quantifications were achieved through the use of an internal standard (squalane) added to the sample prior to extraction.

We calculated n-alkane-derived indices, namely the carbon-number preference index (CPI_{alk}) (e.g., Bray and Evans, 1961; Marzi et al., 1993):

\[
\text{CPI}_{\text{alk}} = \frac{1}{2} \cdot \left( \frac{C_{25} + C_{27} + C_{29} + C_{31} + C_{33}}{C_{24} + C_{26} + C_{28} + C_{30} + C_{32}} + \frac{C_{25} + C_{27} + C_{29} + C_{31} + C_{33}}{C_{26} + C_{28} + C_{30} + C_{32} + C_{34}} \right),
\] (1)
and the proxy ratio $P_{aq}$ (Ficken et al., 2000):

$$P_{aq} = \frac{C_{23} + C_{25}}{C_{23} + C_{25} + C_{29} + C_{31}},$$  \hspace{1cm} (2)

Hopanes were analyzed via GC coupled with time of flight mass spectrometry (GC-TOF-MS) and such a system consisted of a LECO Pegasus III (LECO Corp., St. Joseph, MI) interfaced to an Agilent 6890 GC which was equipped with a temperature programmable cooled injection system (CIS4, Gerstel). The measurements were performed using the instrumental setup described in Hefter (2008) and identification was achieved through the relative retention times and mass spectra. The sum of m/z 191 and 205 was used for the quantification of homohopane isomers ($C_{31}$), namely the 17β,21β (H), 22R homohopane, the 17β,21α (H), 22R + 17β,21α (H), 22S homohopanes, the 17α,21β (H), 22R homohopane, and the 17α,21β (H), 22S homohopane. Next, the fractional abundance of hopanes of biological origin, e.g., bacteria-derived hopanes, in relation to their diagenetic isomers was calculated (Meyer et al., 2019):

$$f_{βP} = \frac{C_{31}βP_R}{C_{31}βP_R + C_{31}αP_S + C_{31}αP_R + C_{31}βP_S + C_{31}βP_R},$$ \hspace{1cm} (3)

The analysis of GDGTs by High Performance Liquid Chromatography (HPLC) was performed on an Agilent 1200 series HPLC system coupled to an Agilent 6120 single quadrupole MS via an atmospheric pressure chemical ionization interface (APCI), broadly following the method described in Hopmans et al. (2016). The chromatographic separation of individual GDGTs was achieved via the use of two UPLC silica columns in series (Waters Acquity BEH HILIC, 2.1 mm x 150 mm, 1.7 μm and a 2.1 mm x 5 mm pre-column of the same material) maintained at 30 °C. Positive-ion APCI-MS and selective ion monitoring (SIM) of (M+H)+ ions (Sinninghe Damsté et al., 2000) or ion-source fragmentation products of OH-GDGTs (Liu et al., 2012) allowed the identification of GDGTs. Quantification was performed with the use of an internal standard ($C_{40}$-GDGT) added prior to extraction. For this research, we calculated
the branched and isoprenoid tetraether (BIT) index (Hopmans et al., 2004):

\[ \text{BIT} = \frac{I + II + III}{I + II + III + \text{cren}} \]  

(4)

where the roman numerals refer to specific GDGTs characteristic of terrestrial bacteria and cren stands for crenarchaeol, which is derived from marine planktonic Thaumarchaeota.

1.4 Bulk radiocarbon analyses

The total OM in the sediment was $^{14}$C dated following the protocol described in Mollenhauer et al. (2021). Sediment samples were weighed into silver boats to yield 1 mg OC (ELEMENTAR) and three drops of 6 M distilled hydrochloric acid (HCl) were added for the removal of carbonates. The reaction happened at 60 °C, until the acid evaporated, and was repeated three times. Next, the silver boats containing the samples were folded into a tin boat (ELEMENTAR). Samples were then combusted at 950 °C in an elemental analyzer (Elementar vario Isotope) and graphitized in an automated graphitization system (AGE-3; Ionplus AG; Wacker et al., 2010). Results were normalized to modern oxalic acid II standard (NIST 4990C).

1.5 Compound-specific radiocarbon analyses (CSRA)

Soxhlet extraction was employed for the compound-specific $^{14}$C dating of high molecular weight $n$-alkanoic acids. For that purpose, approximately 100 g of freeze-dried and homogenized sediment taken from selected depths in core GeoB23302-2 were extracted for 48 h using a mixture of dichloromethane:methanol 9:1 (v:v). Total lipid extracts were saponified with 0.1 M KOH in methanol:water 9:1 at 80 °C for 2 h and the $n$-alkanoic acids were recovered from the saponified solution using $n$-hexane at pH 1. Next, $n$-alkanoic acids were methylated at 80 °C overnight in a nitrogen atmosphere with HCl and methanol of known $^{14}$C signature to yield the fatty acid methyl esters (FAMEs) that were later extracted with $n$-hexane. Silica gel chromatography was employed to separate FAMEs from polar compounds. The $n$-C26:0, $n$-C28:0 and $n$-C30:0 alkanoic acids underwent purification via preparative capillary GC (PC-GC; Eglinton et al., 1996) on an Agilent HP6890N GC with a Gerstel Cooled Injection System (CIS) con-
connected to a Gerstel preparative fraction collector (Kusch et al., 2010). A Restek Rxi-1ms fused silica capillary column (30 m, 0.53 mm diameter, 1.5 μm film thickness) equipped the GC. Injection was performed stepwise with 5 μL per injection and, at the end of the process, the purity of the FAMEs was checked by analyzing aliquots of the samples via GC-FID. The purified FAMEs were transferred to tin capsules (25 μL volume; ELEMENTAR) using dichloromethane, dried on a hot plate at 40 °C and packed. An Elementar vario ISOTOPE EA (Elemental Analyzer) was used for the combustion of the samples, generating CO₂ with carbon isotopic ratios directly determined by the connected MICADAS system. Reference standards (oxalic acid II; NIST 4990C) and blanks (phthalic anhydride; Sigma-Aldrich 320064) had their ¹⁴C content measured together with the samples. The BATS software (Wacker et al., 2010) was used for blank corrections and standard normalization and the final results are reported as fraction modern carbon (Fₘ).

1.6 Assessment and correction of CSRA procedure blank

The preparation procedures for CSRA introduce exogenous C, i.e., contaminants, to samples. The degree of contamination varies according to the methods employed and, in our case, processes such as column bleed and carry-over may contribute to this. For this reason, assessing the Fₘ and the size of the blank (Fₘblank and mblank, respectively) is essential for accurate results. Here, in-house reference samples of ¹⁴C-free Messel Shale (Fₘ = 0) and modern apple peel (Fₘ = 1.029 ± 0.001) underwent the same pre-treatment as samples of unknown age and their results were used for blank correction following the method outlined in Sun et al. (2020). Isotopic mass balance was employed in order to make a correction for the methyl group added during the derivatization of the samples. Uncertainties were fully propagated.

1.7 Pre-depositional ¹⁴C ages of terrigenous compounds

The Δ¹⁴C values of the n-alkanoic acids analysed here were corrected for radioactive decay between 1950 and 2021, which is the year of measurement. These values were then used to calculate the Δ¹⁴C values at the time of deposition:

\[
Δ^{14}C_{\text{initial}} = \left[ \left( \frac{Δ^{14}C}{1000} + 1 \right) \cdot e^{λt} - 1 \right] \cdot 1,000
\]

where λ is a decay constant (1/8,267 yr⁻¹) and t is the time of deposition. The Δ¹⁴C values of the
atmosphere contemporaneous with the compounds ($\Delta^{14}\text{C}_{\text{atm}}$) were obtained from comparison with the IntCal20 dataset (Reimer et al., 2020) using the age ranges given by the deposition model for the respective sediment layers. Finally, pre-depositional $^{14}\text{C}$ ages for the $n$-alkanoic acids were given by:

$$A = -8.033 \cdot \ln \left( \frac{1 + \Delta^{14}\text{C}_{\text{initial}}/1,000}{1 + \Delta^{14}\text{C}_{\text{atm}}/1,000} \right)$$

(6)

These calculations follow the method outlined in Schefuß et al. (2016) and later in Winterfeld et al. (2018), where more details can be found.

1.8 Stable isotope analyses

Carbon stable isotope ($\delta^{13}\text{C}$) analyses were carried out on acidified samples (Ag capsules, HCl, 1.5 M) in order to remove the inorganic C (Nieuwenhuize et al., 1994). Analyses were performed using a Thermo Scientific DELTA Q Isotope Ratio Mass Spectrometer coupled to a Thermo Scientific FLASH 2000 CHNS/O Analyzer via Conflo III at the Stable Isotope Laboratory of ISP-CNR. $\delta^{13}\text{C}$ data are expressed in the conventional delta notation ($\text{‰}$). Isotopic data were calibrated using the IAEA reference material IAEA-CH7 polyethylene, -32.15 vs VPDB). Throughout the runs, we used other standards with a sediment matrix routinely used in the laboratory to check the reproducibility of measurements. The standard deviation for $\delta^{13}\text{C}$ measurements was lower than $\pm 0.1$ based on replicates of sediment standards.

1.9 Mixing models

Petrogenic OC ($\text{OC}_{\text{petro}}$) as well as terrestrial ($\text{OC}_{\text{ter–bio}}$) and marine ($\text{OC}_{\text{mar–bio}}$) biospheric OC were used as end-members. While $\text{OC}_{\text{petro}}$ means $^{14}\text{C}$-free OC, $\text{OC}_{\text{ter–bio}}$ and $\text{OC}_{\text{mar–bio}}$ typically comprise terrestrial and marine OM, respectively, with a $^{14}\text{C}$ content higher than that of $\text{OC}_{\text{petro}}$. The $\Delta^{14}\text{C}$ values of the bulk samples were corrected for radioactive decay between 1950 and 2021 and $\Delta^{14}\text{C}_{\text{initial}}$ values were calculated using Equation 5. The $\Delta^{14}\text{C}$ value of $\text{OC}_{\text{petro}}$ was defined as -1000$\text{‰}$, but for $\text{OC}_{\text{ter–bio}}$ and $\text{OC}_{\text{mar–bio}}$ $\Delta^{14}\text{C}$ temporal variations were taken into account. The $\Delta^{14}\text{C}$ values measured for the $n$-alkanoic acids were used to calculate the initial $\Delta^{14}\text{C}$ values of $\text{OC}_{\text{ter–bio}}$ using Equation 5, with the standard deviations of the averaged values being taken as the uncertainties. Simulations of the $^{14}\text{C}$ marine reservoir age ($R$) at the times of deposition in our study region (Butzin et al., 2017) were added to the IntCal20 atmospheric record to derive $^{14}\text{C}$ ages for the Bay of Biscay. These were
subsequently converted to the $\Delta^{14}C$ values of OC$_{\text{mar--bio}}$ and the uncertainties in Marine20 were used as a first approximation. Measurements of $\delta^{13}C$ in peat samples from Northeast Germany (Jahns, 2007) were used as the $\delta^{13}C$ value of OC$_{\text{ter--bio}}$ (-27.4 ± 1.7 ‰) and a $\delta^{13}C$ value previously reported for the Biscay Shelf (Fontugne and Jouanneau, 1987) was assigned to OC$_{\text{mar--bio}}$ (-20.5 ± 0.2 ‰). Finally, for OC$_{\text{petro}}$, brown coal $\delta^{13}C$ values from the German Lower Rhine Embayment were used in our model (-25.8 ± 0.3 ‰; Lücke et al., 1999). This is because the CPI$_{\text{alk}}$ and the f$_{\text{frac}}$ records do not point to a fully petrogenic source.

Considering the end-members discussed above, we used the MixSIAR package version 3.1.12 (Stock et al., 2018) within the R programming environment to run a Bayesian mixing model to determine the contributions of each source to our bulk samples.
Figure S 1. Age-depth model for core GeoB23302-2. Sample depth (position) is given in cm.
Figure S 2. Dual-isotope mixing model to disentangle the contributions of biospheric terrestrial C, petrogenic C and biospheric marine C to bulk OM samples.
Figure S 3. XRF-Fe/Ca and Ti/Ca data for cores GeoB23302-2 and MD95 2002 (Toucanne et al., 2015) allow for the identification of runoff events (R2-R5) that may have enhanced erosive processes and contributed $^{14}$C-depleted OM to the continental shelf.
**Figure S 4.** BIT index data for cores GeoB23302-2 and MD95 2002 (Ménot et al., 2006).
3 Considerations on the fββ proxy

In this study we have followed Meyer et al. (2019) and Wu et al. (2022) and applied the fββ indicator to track possible petrogenic contributions to the OM in core GeoB23302-2 (see Equation 4 in the manuscript). The index is based on the relative abundance of the so-called biologic (i.e., 17β,21β(H) and 22R) and geologic isomers (i.e., 17β,21αS, 17β,21αR, 17α,21βS and 17α,21βR) (e.g., Einsminger et al., 1972; Rohmer et al., 1992). The latter are usually the result of diagenetic and temperature-induced processes affecting the former and leading to a more thermally stable configuration (e.g., Seifert and Moldovan, 1980; Mackenzie and Mackenzie, 1983; Rohmer et al., 1992; Sinninghe Damste et al., 1995; Van Duin et al., 1997; Kolaczkowska et al., 1990; Peters and Moldovan, 1993; Lockhart et al., 2008). The hopane abundance in core GeoB23302-2 shows that the concentration of the biosynthesized 31ββ isomer, typically present in immature fresh OM, is positively correlated with that of 31αβR, which is commonly found in petrogenic sources (e.g., Peters and Moldovan, 1993; Sinninghe Damste et al., 1995; Lockhart et al., 2008). This means that increases in the input of the 31αβR compound rather than transformations from ββ to αβ and βα isomers are responsible for decreases in the fββ record.

The geochemical signature of peat shows a high abundance of the 31αβR compound but comparatively low values for the 31αβS epimer (Inglis et al., 2018), which is reflected in our data. Contrary to what has been observed in Meyer et al. (2019), where low fββ and relatively high S/(S+R) values indicate petrogenic input, we see low fββ and low S/(S+R) values (Figure 5). Therefore, in this study, the fββ proxy does not reflect petrogenic input but rather the influx of peat/lignite material.
Figure S 5. Records of the $f_{\beta\beta}$ indicator and the relative abundance of the $31\alpha\beta\beta$ and $R$ compounds of cores GeoB23302-2 and SO201-2-12KL (Meyer et al., 2019) for comparison.
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