
Dear Editor and Reviewers, 
 
We are grateful to the a7en8on to detail in the manuscript feedback. Below are our comments. 
The reviewer comments are in black font and our responses are in blue. 
 
Reply to Wu Sun (reviewer #1) 
 
In this work, Aydin et al. painstakingly recovered a 52,500-year record of atmospheric carbonyl 
sulfide from a South Pole ice core, with great care and a7en8on devoted to correc8ng for the 
post-deposi8onal COS produc8on from sea salt aerosols and other ar8facts during extrac8on. 
The resul8ng data set is a valuable contribu8on to the atmospheric history of carbonyl sulfide 
and will enable the climate and ecosystem modeling community to be7er understand 
biospheric changes since the last ice age. 
Despite its scien8fic significance, the organiza8on of the manuscript may hinder its key findings 
from being grasped by a broad audience. For this reason, I suggest clarifying the methods, 
especially the ra8onale behind every correc8on and sensi8vity test, and streamlining the 
presenta8on of the main messages to strengthen the work. Below I list a few high-level issues 
followed by specific line-by-line comments. 
 
My issues with the methods are: 

• For the calcula8on of ssNa+ (Sect. 2.3), please check the denominator in the right hand 
side of Eq. (6). My deriva8on says it should be "1 – Rm/Rt" in the denominator (see 
a7ached slides). In other words, there is no reason for Eqs. (6) and (7) to have different 
denominators. 

The reviewer is correct. Both denominators should display a subtrac8on of Rm/Rt from 1. This is 
now corrected. This change results in a linear 4% increase in the calculated ssNa and 4% change 
in the slope values involving regressions vs. ssNa. This does not result in any change in the data 
analysis results, including the correc8ons because the change in the ssNa is compensated by the 
same propor8onal change in the correc8on slopes. All relevant figures have been updated for 
this minor change in ssNa.    
 

• For the regression between COS and ssNa+ (Sect. 2.4), it was not clear why errors in the 
response variable need to be scaled with a mul8plier (α in Eq. 8). This mul8plier did not 
appear in Eq. (5). 

We included alpha as a mul8plica8ve scaler in eq. 8 to demonstrate the impact of a possible 
bias in determina8on of the measurement errors (e.g. consistent underes8ma8on of the 
measurement errors) on the regression results. The alpha parameter is 1 for three of the 
scenarios (G1, G2, H1) and its distribu8on is determined by the Bayesian algorithm in the other 
scenarios, allowing us to demonstrate the difference between using calculated measurement 
errors versus what the impact on the results is if the measurement errors are biased low. We 
included new text in sec8on 2.4 to clarify (L191-192): “Inclusion of the a parameter allows 
quan8fica8on of the sensi8vity of the correc8on slope to possible bias of COS measurement 
errors.”          
 



• It was also unclear how measurement errors in COS and ssNa+ (Sect. 2.5) were 
incorporated into the Bayesian errors-in-variables regression between COS and 
ssNa+ (Sect. 2.4). 

The COS errors are directly used as measurement errors (i.e. errors in y, denoted yerr in 
equa8ons 8, 9, and 10). The ssNa errors are used as xerr in eq. 4. We added text to sec8on 2.4 
to clarify (L172-175): “The error es8mates for the COS and ssNa measurements are directly 
incorporated in the errors-in-variables regressions as they subs8tute for yerr and xerr in equa8ons 
4 and 8, allowing us to propagate the uncertainty in the measurements to the slope of the 
rela8onship between ssNa-COS.” 
 

• Different scenarios for correc8ng for ssNa+-produced excess COS (Table 1) should be 
clearly outlined in the methods sec8on, with the ra8onale explained. It was not un8l I 
read the results did I get a hint of why these scenarios were needed and why they were 
set up like these. The choice of the averaging window size appears ad hoc. 

The manuscript is revised to introduce the different scenarios under methods in sec8on 2.4 with 
a sufficient amount of detail about their purpose (176-185). Some details of the scenarios are 
s8ll presented under results in sec8on 3.1 because decoupling some of the descrip8ons from 
the results of the scenarios makes the text incomprehensible.  
The reviewer is correct that the exact values of the averaging windows are ad hoc. The 100-y 
averaging window is chosen to be higher than the span of the ice age of a typical sample (about 
10 y during the glacial period) and yield a higher sta8s8cal significance. The 1100-y window is 
chosen to match the averaging window of the smoothing applied to the COS record to diminish 
the influence of the spikes on the regressions. The results are robust with respect to the 
averaging windows despite the large range explored in data averaging.      
 

• Too many scenarios overlaid on the same plot (e.g., Figs. 4b and 5) make it hard to 
discern the key informa8on. Consider presen8ng only scenarios that are most robust 
and relevant to the interpreta8ons. 

The results from all scenarios are displayed together in Fig. 4b because one of points we are 
trying to get across is the fact that the interpreta8ons rely only on the features that are 
common to all scenarios: low during the glacial period, lowest during the LGM, and high during 
the Holocene. In the original version of the manuscript, Fig. 5 included two less scenarios than 
Fig. 4b. In the revised version, we eliminated three other scenarios (two from glacial and one 
from the Holocene) from Fig. 5, reducing the number of scenarios displayed in this figure to 
three. Fig. 5 is now a fairly plain figure.    
 
The results sec8on needs to provide answers to ques8ons raised in the introduc8on. Currently it 
is a mix of methods, results, technical arguments, and discussion, making it challenging to 
navigate. The main issues are: 

• Many paragraphs describe the ni7y-gri7y details of various correc8ons and make 
reference to figures in the appendices. Important as they are to ensuring data quality, 
these are probably not the high-level findings you want the readers to walk away with. 
Consider moving them to methods or the appendices. 

• Descrip8ons of the correc8on for ssNa+-produced excess COS are sca7ered throughout 
the results sec8on, making it difficult to follow. Consider consolida8ng the main points 



about this under a single subsec8on and offload nonessen8al details to supplementary 
materials. 

Based on the reviewer comments, what used to be sec8ons 3.2, 3.3, and 3.4 are now moved to 
the appendices. These sec8ons included many of the addi8onal data analyses including 
sensi8vity tests for G1 and G4 scenarios, tes8ng the validity of the glacial same-age correla8on 
as a climate signal, and sta8s8cal tests regarding the COS rise concurrent with the deglacia8on. 
Atmospheric COS variability inferred from different scenarios are s8ll presented under results in 
sec8on 3.1 with a modified 8tle “Results of different analysis scenarios: Inferred atmospheric 
COS variability aker the ssNa correc8on.” Sec8on 3.1 contains the details of exactly what was 
done under each analysis scenario.      
 

• It was not clear how the "climate-driven" correla8on between ssNa+ and COS was 
disentangled from the produc8on ar8fact. Shouldn't the ssNa+COS produc8on correc8on 
be applied first before one can make any robust inference of a climate-driven 
rela8onship? 

By defini8on, the climate rela8onship is observed over 8me (same-age) and the produc8on 
rela8onship is observed over same-depth. If the delta-age is large enough, which is the case for 
the South Pole ice core, separate same-depth and same-age regressions can reveal both the 
produc8on and climate driven signal as we show in the manuscript with the independent same-
depth and same-age analyses for G1 and H1 scenarios. In a typical data analysis approach, 
untangling the two rela8onships from each other would commonly be accomplished by 
correc8ng for the produc8on first, followed by quan8fying and accoun8ng for the same-age 
rela8onship, then cycling back to the same-depth correc8on, and so forth un8l the successive 
correc8ons do not sta8s8cally differ from each other. The simultaneous correc8on algorithm we 
deploy here in G4 and H2 scenarios allows carrying out this opera8on in one step within the 
Bayesian framework. Note that the sokware used in this analysis is publicly available and the 
code is made available as supplemental informa8on. The unique aspect of the code used in this 
analysis is that it does not make use of an itera8ve process to accomplish this task.     
 

• West Antarc8ca and Taylor Dome ice cores (L233–243) need to be described in the 
methods. 

We realize that the names of the ice cores (i.e. WAIS Divide and Taylor Dome) were not explicitly 
men8oned in the introduc8on paragraph, likely obscuring the fact that the measurements from 
these ice cores were presented in prior publica8ons. In the revised version, we modified the 
introduc8on paragraph to refer to these ice cores by their names (L53) where we describe the 
findings from these two ice cores, ci8ng the relevant references. The references are also 
provided in the results sec8on where we refer to the results from these ice cores (L252-253) 
and then again in sec8on 3.2 where the records from different cores are compared with each 
other (L385). The measurements from these ice cores are published in archival journals 
including all relevant methods.        
 
With respect to the interpreta8ons of the data, there are a few issues: 

• The measurements presented here only show ssNa+ but say nothing about what the 
anions in sea salts are. Thus, it is unclear whether sea salt aerosols contain organic sulfur 
compounds and the analogy between COS dark produc8on in the ocean and that in ice 



(L462–L476) does not seem to be empirically supported. Experimental evidence suggests 
that COS is produced from organic sulfur compounds (Modiri Gharehveran and Shah, 
2018, h7ps://doi.org/10.1021/acs.est.8b01618) such as cysteine, methionine, and 
chromophoric dissolved organic ma7er (CDOM). In any case, a reduced sulfur precursor 
is needed to produce COS in the absence of sulfate-reducing microbes. 

The most abundant anion in the ice core is Cl(-), which is strongly correlated with Na(+) since 
Cl(-) is sourced primarily from NaCl. Sulfate is another important anion but is sourced primarily 
from inorganic sulfur (SO2) with an addi8onal volcanic component and experiences some post-
deposi8onal processing. We conducted regression analyses between COS and all major ions 
measured in the South Pole ice core, including Cl(-) and SO4(2-). The Cl(-) regression results 
display linear rela8onships with COS much like Na(+) for the reason stated above. There is no 
rela8onship between COS and SO4(2-). We do not include these other regression analyses in 
the manuscript because they do not provide addi8onal insight. There are no measurements of 
organic sulfur from the South Pole ice core that can be used in our analyses, and as far as we 
know, there are no commonly accepted proxies for organic sulfur content in ice cores. 
 
We acknowledge that an organic sulfur source is needed for abio8c COS produc8on, e.g. (L446-
448): “The commonly postulated abio8c process involves reac8ons between carbonyl groups 
and thiyl radicals derived from organic sulfur (Flöck et al., 1997; Modiri Gharehveran and Shah, 
2018; Lennartz et al., 2017; 2019; Pos et al., 1998; Zepp and Andreae, 1994).” We do not make 
any claims of full empirical support for the proposed mechanism, e.g (L440): “In the absence of 
auxiliary data, we can only speculate on viable mechanisms for the COS produc8on in the firn.” 
To clarify, this sentence has been revised to read “In the absence of direct empirical evidence, 
we can only speculate on viable mechanisms for the COS produc8on in the firn.” We also added 
a sentence to this paragraph that explicitly states the need for an organic sulfur source for 
abio8c COS produc8on before the already exis8ng sentence that suggests marine aerosols could 
serve as this source (L452): “Abio8c COS produc8on also requires an organic sulfur source. 
Antarc8ca is far from con8nental land masses, sugges8ng marine aerosols could also be the 
primary source of organic sulfur.”             
 

• Given the large uncertainty in the dimethyl sulfide (DMS) contribu8on to the global 
ocean COS budget (53 to 680 GgS yr–1; Jernigan et al., 2022, 
h7ps://doi.org/10.1029/2021GL096838), it seems hasty to suggest that atmospheric 
COS is sensi8ve to changes in DMS emissions. 

The manuscript does not propose that DMS emissions account for a large por8on of 
paleoatmospheric COS sources, although this is certainly possible within the uncertain8es. The 
sentence on L558-560 makes this clearer: “We cannot quan8fy how much of the ocean COS 
source increase results from DMS versus COS and CS2 because of the complexi8es of ocean 
produc8on mechanisms of sulfur gases and the uncertain8es in their contribu8on to the 
atmospheric COS budget.” Instead, we argue that a large increase in ocean COS emissions is 
unlikely to happen without an increase in ocean DMS emissions. This reviewer comment seems 
related to the first specific comment below. We added a substan8al amount of addi8onal 
discussion to clarify and strengthen the argument and reasoning behind the inferences related 
to an increase in the ocean emissions in general, and about DMS in par8cular (L556-572) that 
are also discussed below.    



 
• Without paleoceanographic evidence, it seems specula8ve to single out changes in 

coastal upwelling zones and low-la8tude oceans as likely contributors to the deglacial 
rise in COS. At best this represents one scenario among many possibili8es. 

Inline with the reviewer’s sugges8on, we merely suggest coastal upwelling zones are one of the 
possible contributors to deglacial rise in COS. We discuss mul8ple possible mechanisms ci8ng 
paleoclimate evidence and the relevant sentence comes at the end of this discussion (L543-
555).   
 

• It was not clear why a climate-driven rela8onship between ssNa+ and COS has to be an 
an8correla8on. What are the biogeochemical or climatological reasons behind this? 

There is no a priori assump8on that the climate-driven rela8onship has to be an an8correla8on. 
The data analyses reveal an an8correla8on during the glacial period and a posi8ve one during 
the Holocene. We opted not to speculate on the possible causes in this manuscript because the 
causes of ssNa variability in the glacial sec8ons of the South Pole ice core have not yet made it 
into the literature.  
 
Specific comments 

• L24–25: Seems specula8ve. The results may allow us to infer a likely increase in total 
COS emissions, but not in the emissions of each precursor. 

This is an interes8ng point. From our perspec8ve, the least specula8ve op8on is to suggest that 
emissions of all three gases increased. Of course, the details of where exactly most of the 
emission changes can come from and how much from each gas requires be7er constraints on 
the atmospheric budget and a detailed modeling effort, which are beyond the scope of this 
manuscript. We revised the final sentence of the abstract to convey the uncertain8es (L25-26): 
“A large increase in ocean COS emissions during the deglacia8on suggests enhancements in 
emissions of ocean sulfur gases via processes that involve ocean produc8vity, although we 
cannot quan8fy individual contribu8ons from each gas.” We also added a sentence to the 
conclusions for the same purpose (L605-608): “Be7er constraints on the atmospheric COS 
budget, par8cularly the specifics of the ocean sources, coupled with a modelling effort are 
needed to quan8ta8vely par88on the necessary emissions increases among different sources 
and to refine climate implica8ons.” 
 
All ocean sulfur gas emissions ul8mately stem from organic life in the ocean. Even though net 
emissions of COS and CS2 are geographically decoupled, DMS emissions overlap with net 
emissions of both gases, and all three gases are emi7ed at coastal upwelling zones. Addi8onally, 
when all three gases increase, rela8vely smaller increases are required for each gas to achieve 
higher overall OCS in the atmosphere. If only COS and DMS or CS2 and DMS increased, due to 
changes in upwelling regimes only in the high la8tudes or only in the low la8tudes, for example, 
much larger changes in gas emissions would be required within that region to make up for the 
missing increase from the other region.  
 
There is paleoclimate evidence that upwelling regimes in both high and low la8tudes were 
different during the LGM, and sea level rise during the deglacia8on (100-120 m) had drama8c 



impact on coastal regions and processes close to the con8nental shelves. We revised the 
relevant sec8ons (L556-572) to clarify and strengthen the relevant discussions.  
  

• L33: "COS and CS2 are produced primarily by photochemical reac8ons" - COS and CS2 are 
also produced in the dark. See Lennartz et al. (2019) Ocean 
Sci. (h7ps://doi.org/10.5194/os-15-1071-2019) and Modiri Gharehveran and Shah 
(2018) ES&T (h7ps://doi.org/10.1021/acs.est.8b01618). 

In the introduc8on, we present a brief summary of the COS budget men8oning only the primary 
mechanisms. A more detailed discussion of ocean sources is introduced later in the text, 
including a reference to the dark produc8on of COS (L516). The evidence for dark produc8on of 
CS2 is more limited, but we revised the manuscript to also refer to this possible produc8on 
mechanism (L522-523).  
 

• L35: "Warmer waters can act as a seasonal sink due to temperature dependent loss to 
hydrolysis" - But both COS and CS2 are less soluble in warmer waters (De Bruyn et al., 
1995, h7ps://doi.org/10.1029/95JD00217), and wouldn't this lead to more outgassing 
from the ocean? 

This is addressed in Appendix E (previously Appendix B). Briefly, the hydrolysis loss rate of COS is 
more sensi8ve to a unit temperature change than its solubility. Observa8ons leave li7le room 
for doubt that COS emissions are low and CS2 emissions are high at low la8tudes (Lennartz et 
al., Earth Syst. Sci. Data, 12, 591–609, 2020). We added this cita8on to the manuscript (L562).    
  

• L52: It would be helpful to add a brief note on how the bubble–clathrate transi8on zone 
(BCTZ) affects the preserva8on of ancient air in ice cores for those who are not familiar 
with the BCTZ. 

Dry extrac8on measurements from the BCTZ display large nega8ve biases (L53-54 and L84-86). 
The readers are referred to a cita8on provided in the text (L84, Aydin et al., JGR, 2016) for more 
detailed informa8on. 
 

• L80: How were the extrac8on efficiencies of the wet and dry methods characterized? If 
these methods have been previously examined, a cita8on would help. 

Wet extrac8on efficiency is close to 100% because solubility of air in water is negligibly small in 
the context of determining extrac8on efficiency; Nicewonger et al. (2020) es8mate that about 
0.7% of the air is lek dissolved in the melt water in our extrac8on vessels (cited on L83). The dry 
extrac8on efficiency can be es8mated from comparison of total air content data, which is 
es8mated reasonably well by wet extrac8on measurements from the same core like what was 
done here, or by comparisons with total air content data from the same core which may be 
available from a different lab as noted previously by Aydin et al. (2016).  

 
• L112, Eq. (1): Is α the ra8o of aqueous concentra8on divided by gaseous concentra8on? 

Yes. It is similar to the dimensionless Henry’s Law solubility except it is the value of effec8ve 
solubility instead of satura8on value. We added this informa8on to the manuscript and changed 
this coefficient to h to avoid confusion (L116-117).   
 

• L165, Eq. (8): Is α here the same as that in Eq. (1)? If not, please use a different symbol. 

https://doi.org/10.1021/acs.est.8b01618


We changed Eq. (1) and kept Eq. (8) the same.  
 
• L191–192: The numbers of effec8ve sample sizes should be reported properly as 4900, 

2500, etc. 
Done. 

 
• L197: "The 2σ uncertainty ranges shown in the figures represent" - Which figures? 

Figs. 4b and 5 (L212). 
 
• L215–L292: This sec8on seems to belong to the supplementary material or methods. I 

would dis8ll a few key messages only to put in the results sec8on. 
For a different audience, this informa8on is necessary to include here.   

 
• L215: "COS was measured at the over the length of ..." - Check typos here. 

Deleted “at the”. 
 

• L220: Fig. A1a shows the amount of gas extracted, not gas extrac8on efficiency per se. 
We modified the sentence to reflect this nuance (L236-237). 

 
• L222–232: This paragraph lek me wondering: are the spikes real or not? 

We cannot say with confidence and state “it seems unlikely that the COS mixing ra8o in the 
glacial atmosphere varied abruptly at the magnitude and frequency of these spikes (L248-249).” 

 
• L255: "This reversal occurs at a depth where ice impurity concentra8ons are increasing 

steeply (Fig. 1b)." - I believe here you intended to reference Fig. 1c. 
Thanks for catching this. Corrected. 

 
• L256–264: This paragraph seems to belong to the methods. 

This paragraph is necessary to understand the following paragraph.  
 

• L265: "significant" -> "sta8s8cally significant"? 
Thanks, we changed the sentence to read “sta8s8cally significant.”    
 

• L266–267: "The slope is stronger ... with ssNa" - If the mechanism by which COS is 
produced from non-sea-salt aerosols differs from sea salt aerosol-caused COS 
produc8on, can the slopes be compared on the same scale? 

The slopes cannot but the significance can. We changed the sentence to reflect this (L286).  
 
• L269–271: Skimming these sentences the first 8me, I was confused how an R2 value of 

0.04 could serve as the basis for the correc8on. The next 8me I realized that this was not 
the correla8on between excess COS (the noise, which is unknown) and ssNa+, but that 
between the total COS (signal + noise) and ssNa+. You might want to add a brief note 
somewhere to get this point across more effec8vely. 

Thanks, we modified the sentence to include this informa8on (L290-292).  
 



• L276: "In fact, the presence of spikes is a contribu8ng factor to the low R2 of the 
correla8ons despite the high significance" - You might want to point the readers to 
scenario G2 here to show that the issue of spikes has been taken into account. 

Good idea. Done (L299). 
 
• L293–304: This seems to belong to the methods. 

This paragraph has been moved to the methods with minor modifica8ons (L171-185). 
 
• L303–304: It was not obvious to me how these analysis scenarios supported the idea 

that "the rela8onship between ssNa and COS is driven primarily by millennial scale 
variability." 

We show higher frequency variability do not correlate and lower frequencies do as 
demonstrated by higher significance of correla8on for more smoothed records.    

 
• L317–318: Why was it necessary to scale up the errors? Sec8on 2.4 asks me to go to 

sec8on 3.1, but sec8on 3.1 refers me back to sec8on 2.4. 
This is mostly done out of abundance of cau8on. The errors are scaled with a mul8plier to test 
the sensi8vity of results to possible biases in determina8on of errors. As previously noted under 
responses to general comments, we included revised text to clarify (L191-192).   

 
• L334–342: Why are measurements of the glacial period and the Holocene corrected 

separately? Do you expect the rela8onship between ssNa+ and excess COS to differ 
between the last glacial period and the Holocene? 

There are reasons they could be different because during the deglacia8on ssNa sources regions 
and the concentra8on of whatever else is co-deposited can change as well as accumula8on rate. 
In the end, the results show a minor difference, implying a correc8on to the en8re record using 
only the glacial slope does not change the outcome significantly enough to impact the 
interpreta8on (Fig. 4b).    

 
• L345: "150 ppt" and "90% lower" - Check the numbers. It's not like that the Holocene 

has a COS level at 1500 ppt. Also the referenced figure does not seem to tell this 
informa8on. 

Thanks for catching this. The sentence was ini8ally wri7en in a reverse sense (i.e. 90% rise from 
the glacial period). We revised the sentence to refer to the ppt difference instead (L357), which 
is easier to see in the references Fig. 3f.  

 
• L370–376: The point of these three analyses is lost on me. How do the regressions of 

smoothed ssNa+ onto unsmoothed ssNa+ support the validity of climate-driven same-age 
an8correla8on between ssNa+ and COS? 

Note that this sec8on has been moved to Appendix C in the revised manuscript while the 
scenarios are introduced earlier in the methods sec8on (L176-185) following reviewer’s 
sugges8ons. The key component of the analysis is that, in all three control scenarios, one of 
ssNa records is on the gas chronology while the other ssNa record is on ice chronology. We 
realize this may be confusing for readers who are not ice core scien8sts, but this is a valid way to 
test whether the applied same-depth correc8on results in, or how much it contributes to, the 



same-age correla8on. These tests are akin to tes8ng the autocorrela8on of the ssNa record at a 
given lag, but instead of a fixed lag, the delta-age for the ice core is used. We modified the 
associated text in the manuscript, providing this informa8on (L949-950).  

 
• L454: "COS produc8on in the firn is approximated by an advec8ve-diffusive model of the 

South Pole firn" - Has this correc8on been applied to the present study? 
The model is presented as a proof of concept. No correc8on has been made to the 
measurements using the firn model. We reworded this sentence to clarify in the revised version 
(L431-432).  

  
• L487: "It is possible atmospheric COS is sensi8ve to changes in ocean DMS emissions 

modulated by winter sea ice" - According to Lana et al. (2011) climatology, DMS 
emission hotspots seem to lie beyond the sea-ice covered regions of the Southern 
Ocean. 

Seasonal sea ice is different than the climatological means used in DMS inventories in that 
dissipa8on of winter sea ice commonly leads to enhanced DMS emissions, although the reasons 
remain an open scien8fic ques8on. Two cita8ons were included in the manuscript (Curran and 
Jones, 2000; King et al., 2019 L640). There are others sugges8ng different mechanisms, 
including one cited by Lana et al. (2011): Trevena, A. J., and G. B. Jones (2006), Dimethylsulphide 
and dimethylsulphoniopropionate in Antarc8c sea ice and their release during sea ice mel8ng, 
Mar. Chem., 98(2–4), 210–222, doi:10.1016/j.marchem.2005.09.005.  

 
• Fig. 1: For wet extrac8on results, maybe show only the solubility-corrected values (red 

line in 1a)? Cap8ons seem misplaced for panels b and c. 
The mo8va8on here is to present the measured wet extrac8on results so they can see for 
themselves that the solubility correc8on itself does not introduce trends to the record.  
Thanks for catching that the cap8ons were mislabeled. Corrected now. 

  
• Fig. 2: I don't see the "black error bars" described in the cap8on. 

Thanks for catching this. Black error bars were used in a previous version of this figure. 
Corrected the cap8on to refer to magenta circles. 

 
• Fig. 4a: Isn't this panel a repeat of Fig. 1a, but with error bars? It may be removed 

because it adds li7le new informa8on. 
One of the purposes of Fig. 1a is to display the impact of the solubility correc8on. We opted not 
to use error bars in that figure for purposes of clarity. An errorbar plot version of the 
measurements are shown again in Fig4a for two reasons: 1) It provides an immediate 
comparison with the corrected records under different scenarios shown in Fig. 4b, 2) it displays 
the errorbars used in the Bayesian analysis that underpin the 2 sigma uncertainty bands of the 
corrected records in Fig. 4b.   

 
• Fig. 5: Could be combined with Fig. 4 for the comparison. 

This is a good idea for comparison purposes, but we suspect the figure will get too large with 
four panels and the accompanying cap8on to fit in one page.  

 



• Fig. 6: Seems like a supplementary figure to me. 
We an8cipate this to be a compelling figure for ice core scien8sts, specifically for firn air 
modelers, who are interested in how gas produc8on in the firn can influence ice core gas 
records.  

 
 

We thank Dr Wu Sun for his insighyul and detailed review of the manuscript and hope that our 
responses are sufficient to make the best use of his effort. 
  



Reply to reviewer #2 
 
Summary: 
Aydin et al present a new 52kyr record of COS from the South Pole ice core (SPC14). The record 
was generated using both a dry-extrac8on (most of the samples) and a wet-extrac8on 
technique. An empirical solubility correc8on is applied to the wet-extracted samples based on 
comparison with dry-extrac8on data over the Holocene, where analy8cal ar8facts are thought 
to be insignificant for the dry technique. Prior work has shown that COS appears to slowly 
degrade in glacial ice, with the hypothesized mechanism being hydrolysis. The authors argue 
that SPC14 is too cold for this process to be significant, providing an important advantage in 
terms of COS preserva8on. However, the authors find an unrealis8cally large amount of COS 
variability in the part of the record from the last glacial period. They observe a very weak but 
sta8s8cally significant correla8on between COS and sea-salt sodium (ssNa) concentra8ons. The 
authors propose that there is a mechanism in the firn (and firn only) that somehow produces 
excess COS of non-atmospheric origin. On the basis of the observed correla8on with ssNa, the 
authors develop and apply a correc8on for excess COS for SPC14. They also apply a version of 
this correc8on to COS data from two other ice cores: WAIS Divide and Taylor Dome. The 
resul8ng 52kyr record suggests very large changes in atmospheric COS, with 2 – 4 8mes greater 
COS in the Holocene than during the last glacial maximum (LGM). This large change is 
interpreted as an increase in the oceanic sources of COS during the deglacia8on. 
One point we would like to respond to in the summary is the passing comment about the 
sta8s8cs. When it comes to the validity and the accuracy of the correc8on, we note very high 
sta8s8cal significance of the rela8onship and its robustness across various data analysis 
scenarios. 
 
Major comments: 
COS is present in air in very low concentra8ons (ppt level), and thus is extremely challenging to 
measure in glacial ice. The authors are therefore to be commended on the very demanding 
analy8cal effort involved in producing this record. This is an interes8ng record, and I think 
should be published if the authors are able to address the points below, but I find this record 
very challenging to interpret and have some concerns and recommenda8ons, as follows. 
I am not convinced by the authors’ arguments for a ssNa-based COS correc8on. The argument 
that excess COS is produced only in the firn does not make sense to me. The authors effec8vely 
propose a mechanism that “burns out” fast (so that there is nothing below the firn zone). Such 
a “fast burn” mechanism would be expected to be most intense near the surface, but here 
ven8la8on to atmosphere would remove any excess COS that is produced. Trapped air below 
the firn layer would be much more sensi8ve to any excess produc8on because there is less air 
and because this air can’t exchange with overlying air. 
  
The manuscript includes results from a firn model that demonstrates the impacts of produc8on 
in the firn. It is good to see the reviewer’s expecta8ons overlap with what we find in our 
modeling experiment. We do not perceive a direct challenge to the evidence presented for 
presence of excess COS (i.e., the disagreement between measured COS levels in different ice 
cores and the same-depth correla8on with impuri8es). We therefore assume that the 
reviewer’s skep8cism about produc8on in the firn is due to the fact that reasons suppor8ng a 



firn produc8on mechanism were not presented in sufficient detail. We revised the manuscript 
to expand the arguments suppor8ng produc8on in the firn  (L409-430) to emphasize the points 
outlined below.  
 
We propose a produc8on mechanism largely confined to the firn, but strictly speaking, the 
produc8on does not have to stop immediately below the close-off depth, rather any produc8on 
that happens deeper in the ice sheet has li7le to no impact on the record. One excep8on to this 
might be the spikes that are unlikely to be atmospheric in origin as discussed in the manuscript 
(L246-249). We demonstrate with mul8ple analysis scenarios that the spikes do not impact the 
interpreta8on offered in the manuscript.    
 
A produc8on process confined primarily to the firn is sensible because all chemical reac8ons 
require substrates which run out over 8me, lowering the probability of reac8ons as the ice ages. 
Emerging laser abla8on-based research shows that solid and dissolved phase ice impuri8es, e.g. 
sea salt aerosols and trace metals that can act as reac8on substrates and catalysts for 
produc8on of COS, can migrate to different loca8ons in the ice via post-deposi8onal processing 
(Stoll et al., The new fron8er of microstructural impurity research in polar ice, Annals of 
Glaciology, 2023; this reference added to the manuscript), further lowering the probability of 
complex reac8ons deeper in the ice sheet.  
 
As for the reac8on rates, the firnifica8on at the South Pole happens over a 1000 year 8me scale 
(2000 years during the glacial period); even at fast accumula8on sites, the firn-ice transi8on can 
take hundreds of years. This is plenty of 8me for even slow chemical reac8ons to run their 
course and substrates to run out or get physically separated from each other.  
 
Any produc8on process that happens in the ice sheet has to include a firn component, with the 
only possible excep8ons being very deep, warm and wet ice with incorporated bedrock 
materials. If the produc8on con8nues over very long 8me horizons (e.g. 10,000-100,000 years) 
such that what is produced in the ice far exceeds what is produced in the firn, we would expect 
the excess gas to increase with depth (over 8me). There is no such evidence in our record.              
 
The ssNa-based correc8on is very large (up to ≈70% of the measured values for some samples) 
and results in a record that shows 2 – 4 8mes lower COS at LGM than at the Holocene, and the 
authors argue that this must be mainly source-driven. Sources are mainly linked to ocean 
microbiota, and I find it difficult to accept that oceanic sources could have declined this much 
(the surface ocean was quite produc8ve during the LGM).  
In the absence of any comments on the accuracy of the correc8on and the related uncertainty 
es8mates, we fail to see the merit in the comment about the magnitude of the correc8on.  
 
Our argument about the change being primarily source driven is strong, which we assume is 
agreed by the reviewer given that they do not dispute any specific aspect. The state of ocean 
produc8vity during the LGM is an open science ques8on and we present a well-referenced 
discussion suppor8ng our interpreta8on (L543-555 and L573-577).    
 



The fairly good (although far from perfect) agreement among three ice cores aker the ssNa 
correc8on is encouraging, but the ssNa correc8on may or may not be transferrable between 
sites. 
The South Pole record is the most detailed and complete COS record and stands on its own. The 
other ice cores provide enough suppor8ng informa8on for iden8fica8on and correc8ons of the 
excess COS. In fact, one of the strong piece of evidence for the presence of excess COS comes 
from the comparison of measurements from different sites. The measured COS levels from the 
different ice cores do not agree, most significantly during the deglacia8on, which we can only 
explain by a produc8on process linked to impuri8es.       
 
Considering the above, I would recommend presen8ng the ssNa correc8on and the resul8ng 
temporal trend as specula8ve and one of possible scenarios (the other obvious scenario being 
no ssNa correc8on), and more clearly emphasizing how uncertain the interpreta8on of the 
measurements is, both in terms of the resul8ng reconstruc8on and implica8ons for COS budget, 
which Table 1 shows to be very uncertain even today. 
An interpreta8on of the uncorrected WAIS Divide record was published by Aydin et al. (2016), 
sugges8ng an increase in GPP might have caused the decline during mid through the late 
deglacia8on. The uncorrected South Pole record did not agree with the WAIS Divide record 
during this period and indicated a different interpreta8on was in order. We revised the 
manuscript to emphasize why the previous interpreta8on based on the WAIS Divide ice core is 
not valid (in sec8on 3) and further clarify why a correc8on for excess COS is required before any 
interpreta8on can be a7empted (L268-274).  
 
We reiterate our confidence about the completeness of our uncertainty analyses and the 
uncertainty es8mates presented for the corrected COS record. The interpreta8ons are limited to 
the likely ranges provided by the 2 sigma uncertainty es8mates and do not include any over 
interpreta8ons. The reviewer does not comment on any specific aspect of the interpreta8on for 
us to address. 
 
Regarding the uncertain8es in the COS budget, we offer an interpreta8on of the record based 
on the contemporary understanding of COS biogeochemistry. COS literature has been nearly 
unanimous for about 40 years in iden8fying ocean emissions as the most important natural 
source of COS. There is ongoing debate over how much each gas contributes but the impacts of 
this uncertainty on our interpreta8on is limited. The discussions we added based on one of 
reviewer #1 comments also include the possible impact on the interpreta8on should future 
research show that one or more of the ocean COS emission components (e.g. emissions from 
low la8tudes versus emissions from high la8tudes) is clearly the dominant atmospheric source. 
This could mean the changes in the COS record reflect more regional changes than global (L556-
572). We also modified the abstract and added text to the conclusions to be7er convey the 
uncertain8es in our interpreta8on and outline future work needed to refine the conclusions 
(L25-26 and L605-608).             
 
Minor comments: 
I think the manuscript could benefit from a stronger explana8on for the mo8va8on for this 
study, which clearly involved a great deal of effort. It seems that direct radia8ve forcing due to 



COS is negligibly small. The authors men8on its link with DMS (which has a larger forcing), but 
DMS appears to be a rela8vely smaller source of COS. COS is removed by terrestrial plant uptake 
– could this be a stronger mo8va8on for the record, as a possible proxy for terrestrial biospheric 
produc8vity? 
The mo8va8on of this study is to explore what can be learned about past changes in the Earth 
Systems from a paleoatmospheric record of COS. The interpreta8on is worked out aker the 
measurements are made and the data analyses are completed. In essence, the interpreta8on 
goes where the data takes it. Had we thought there was any possible inference to draw from 
this record about past GPP variability, it would have been in the manuscript.  
 
Sec8on 2.2: 
The temperature-dependent expression for COS solubility should be given, and the actual 
solubility value used should be stated, and compared to the value for air. What frac8on of COS is 
typically in the meltwater? 
We deploy an empirical method in the manuscript and do not explicitly use the solubility of 
COS. The temperature dependent solubility equa8ons from Sander et al. (2015) for COS and air 
are provided by the cita8on in the paper (supplemental Table 6 of Nicewonger et al., 2020 cited 
on L112). The solubility correc8on is a factor of 1.2 on average (L152), meaning about 20% of 
the COS in ice core air is lek in the melt water. The full distribu8on of correc8ons is shown in 
Fig. A3. Nicewonger et al. (2020) es8mated that roughly 25% of COS would be lek dissolved in 
the melt water if fully saturated. In other words, melt water is slightly undersaturated at the 
comple8on of the wet extrac8on. This amount varies from sample to sample (Fig. A3).       
 
Line 149: “above” and “below” à “shallower than” and “deeper than” would be less ambiguous 
here. “above” could mean “greater than” 
Thanks, changed as suggested. 
 
Line 215: “COS was measured over the length of the SPC14 ice core…” 
Thanks, corrected. 
 
Line 252: Do you mean “ice from the last glacial period”? All of the ice core is “glacial ice”. 
Please edit to clarify. 
Changed to glacial period ice. 
 
Line 254: Fig 1c does not show COS during 8me interval being discussed 
Changed to Fig. 1b. 
 
We thank the reviewer for their concerns and sugges8ons. 


