Technical note: A new online tool for $\delta^{18}$O-temperature conversions

Daniel E. Gaskell\textsuperscript{1}, Pincelli M. Hull\textsuperscript{1}

\textsuperscript{1}Department of Earth & Planetary Sciences, Yale University, New Haven, CT 06511, USA

Correspondence to: Daniel E. Gaskell (daniel.gaskell@yale.edu)

Abstract. The stable oxygen isotopic composition of marine carbonates ($\delta^{18}$O$_c$) is one of the oldest and most widely-used paleothermometers, but interpretation of these data is complicated by the necessity of knowing the $\delta^{18}$O of the source seawater ($\delta^{18}$O$_w$). The effect of local hydrography (the “salinity effect”) is particularly difficult to correct for and may lead to errors of >10°C in sea-surface temperatures if neglected. A variety of methods for calculating $\delta^{18}$O$_w$ have been developed in the literature, but not all are readily accessible to workers. Likewise, temperature estimates are sensitive to a range of other calibration choices (such as calibration species and the inclusion or exclusion of carbonate ion effects) which can require significant effort to intercompare. We present an online tool for $\delta^{18}$O-temperature conversions which provides convenient access to a wide range of calibrations and methods from the literature. Using results from recent isotope-enabled climate simulations, we show that the common method of estimating $\delta^{18}$O$_w$ from sample latitudes likely results in paleotemperature estimates that are too cold by up to 5°C in the North Atlantic and too hot by up to 5°C in the Southern Ocean during the warmest climate states. Our tool provides a convenient way for workers to examine the effects of alternate calibration and correction procedures on their $\delta^{18}$O-based temperature estimates.

1 Motivation

The stable oxygen isotopic composition of carbonates ($\delta^{18}$O$_c$) is one of the oldest and most widely-used paleothermometers and undergirds a wide variety of paleoceanographic research (for recent reviews, see Pearson, 2012; Sharp, 2017). Converting $\delta^{18}$O$_c$ to temperature is typically done using an empirical calibration such as

$$T = 16.5 - 4.80(\delta^{18}O_c - \delta^{18}O_w - 0.27),$$

\textsuperscript{(Bemis et al., 1998)}

where $T$ is temperature (in °C), $\delta^{18}$O$_c$ is the oxygen isotope composition of the carbonate (as ‰ VPDB), and $\delta^{18}$O$_w$ is the oxygen isotope composition of the water in which the carbonate was precipitated (as ‰ VSMOW). Much of the complexity of using $\delta^{18}$O as a paleothermometer arises from the need to know $\delta^{18}$O$_w$, which may vary both globally as a function of sea level and locally at the sea surface as a function of regional hydrography (Sharp, 2017). Global variation can be estimated using independent records of sea level, so the global record of deep-water $\delta^{18}$O-based temperatures has been relatively well-established (Zachos et al., 2001; Cramer et al., 2009; Westerhold et al., 2020; Rohling et al., 2021; etc.) However, local variations in surface $\delta^{18}$O$_w$ are more difficult to predict, rendering sea-surface temperature (SST) estimates...
from δ18O less reliable than deep-water temperature estimates. To address this, a variety of methods have been developed in the literature to estimate surface δ18Ow.

Since modern surface δ18Ow broadly covaries with latitude, a common approach has been to apply the modern latitudinal variation to a sample’s paleolatitude (typically using the relationship fit from Southern Ocean data in Zachos et al., 1994 Eq. 1; or more recently the updated method of Hollis et al., 2019). However, this approach performs poorly in the North Atlantic and other high northern latitudes, where local δ18Ow can deviate significantly from the latitudinal mean (Fig. 1; Zachos et al., 1994; Gaskell et al., 2022; see also generally Tindall et al., 2010). It also assumes that the latitudinal gradient in δ18Ow has not changed through time, which is contradicted by modeling. In warmer climates with an altered hydrological cycle, models predict that regional salinity contrasts should change (Richter and Xie, 2010; Singh et al., 2016), with an analogous effect on δ18Ow (Zhou et al., 2008; Tindall et al., 2010; Roberts et al., 2011; Zhu et al., 2020). In particularly extreme cases such as the Eocene, the theoretical difference between modern latitude-derived δ18Ow (after Zachos et al., 1994 Eq. 1) and modeled local δ18Ow at 6x preindustrial pCO2 (Zhu et al., 2020) yields a mean temperature error of 5 °C in the Southern Ocean (60–90 °S) or an astonishing mean temperature error of 41 °C above the Arctic Circle (66.5–90 °N; Figure 1).

An alternative approach is to obtain δ18Ow more or less directly from isotope-enabled climate models (Zhou et al., 2008; Roberts et al., 2011; Gaskell et al., 2022). Several approaches have been adopted: drawing local δ18Ow directly from model output (Roberts et al., 2011); using modeled zonal mean δ18Ow for a particular paleolatitude (Zhou et al., 2008); using models as input to fit a generalized equation for predicting δ18Ow from latitude and bottom-water temperature (Gaskell et al., 2022 Eq. S9); or, recently, a generalized method which uses bottom-water temperature to interpolate local δ18Ow between models run at different pCO2 (Gaskell et al., 2022). While some authors have avoided these approaches altogether due to the uncertainty of modeled δ18Ow (e.g., Hollis et al., 2012) or the possibility of introducing circularity into data-model comparisons (e.g., Hollis et al., 2019), model-derived δ18Ow clearly captures information lost by simpler approaches and is therefore appropriate for some use-cases (Roberts et al., 2011).

Here, we present a new online tool for δ18O temperature conversion which automates a range of methods for δ18Ow reconstruction and correction from the literature, improving the accessibility of advanced methods to workers generating δ18Ow data. We show that the selection of conversion methodology can have a significant impact on the interpretation of the resulting temperatures, particularly those from warm climate states.

2 Description

We present a new online tool for performing δ18Oc-temperature conversions which automates a range of methods from the literature. A preprint version of this tool is available at https://www.danielgaskell.com/d18O [NOTE: This URL will be updated to a permanent institutional URL for publication.] After uploading a datasheet of δ18Oc measurements, users may select from one of 63 different calibrations from the literature (e.g., Bemis et al., 1998; Kim and O’Neil, 1997; Malevich et al., 2019; Marchitto et al., 2014; etc.). Calibrations are standardized to express δ18Oc in units of ‰ VPDB and δ18Ow in units of ‰.
VSMOW, following the methods used to construct the original calibrations. Users may then select one of 15 different methods or records for estimating global $\delta^{18}O_w$ from the literature (e.g., Cramer et al., 2011; Miller et al., 2020; Rohling et al., 2021; full list in supplementary material). All built-in calibration records are internally converted to four different timescales, so the user can select the timescale consistent with their data: GTS2004 (Gradstein et al., 2005), GTS2012 (Gradstein et al., 2012), GTS2016 (Ogg et al., 2016), and GTS2020 (Gradstein et al., 2020). These timescale conversions are performed by linear interpolation between magnetochron boundaries; dataset files can be found on the project GitHub.

The user may then select a method for estimating local $\delta^{18}O_w$. These are as follows: performing no local correction; using modern $\delta^{18}O_w$ from each sample’s location and a specified depth (after LeGrande and Schmidt, 2006); using reconstructed Late Holocene or Last Glacial Maximum surface $\delta^{18}O_w$ from each sample’s location (after Tierney et al., 2020); using $\delta^{18}O_w$ estimated from latitude alone (after Zachos et al., 1994 Eq. 1; or the method of Hollis et al., 2019); using $\delta^{18}O_w$ estimated from latitude and bottom-water temperature (after Gaskell et al., 2022 Eq. S9); or using $\delta^{18}O_w$ estimated from isotope-enabled climate models (after the method of Gaskell et al., 2022, presently provided using datasets of Miocene and Eocene paleogeography). For methods which draw from an existing dataset of $\delta^{18}O_w$, the user may specify a number of degrees latitude/longitude to average over in order to capture a regional mean when the exact paleocoordinates or local hydrography may not be known. To help determine site locations at the time of deposition, an option is also provided to automatically perform paleocoordinate rotations using the GPlates Web Service (Müller et al., 2018).

Because $\delta^{18}O_c$ is known to vary with aqueous carbonate chemistry (the “carbonate ion effect”; Spero et al., 1997; Bijma et al., 1999; Ziveri et al., 2012), users may also specify a carbonate ion correction factor. This is performed by adjusting $\delta^{18}O_c$ with the linear relationship

$$\delta^{18}O'_c = \delta^{18}O_c - (s[CO_3^{2-}] - 200s),$$

where $\delta^{18}O_c$ is the uncorrected oxygen isotope composition of the carbonate, $\delta^{18}O'_c$ is the corrected oxygen isotope composition of the carbonate, $s$ is the selected slope of the effect (in ‰ VPDB per μmol L$^{-1}$ CO$_3^{2-}$), and [CO$_3^{2-}$] is the concentration of carbonate ion in solution (in μmol kg$^{-1}$). This relationship yields no correction when [CO$_3^{2-}$] = 200 μmol kg$^{-1}$, an approximation of the mean modern surface value (after the long-term record of Zeebe and Tyrrell, 2019). The user may specify [CO$_3^{2-}$] manually or select a published long-term record of [CO$_3^{2-}$] (Tyrrell and Zeebe, 2004; Zeebe and Tyrrell, 2019).

On completion, the tool presents a formatted table of the resulting temperatures, along with any intermediate values (such as estimated $\delta^{18}O_w$) which were required to generate them. Any rows with errors (e.g., paleocoordinates which do not yield a valid $\delta^{18}O_w$ estimate) are flagged with a warning. For reference, a short summary of methods is also generated, including relevant equations and a complete bibliography of citations for the methods employed in each run.
3 Demonstration of the effect of $\delta^{18}O_w$-reconstruction methods

3.1 Data and methods

To illustrate the effects of differing methods of reconstructing $\delta^{18}O_w$, we apply a range of methods to reported site mean $\delta^{18}O_c$ from planktonic foraminifera in the DeepMIP 0.1 proxy database (Hollis et al., 2019). Because $\delta^{18}O_c$ in planktonic foraminifera is strongly susceptible to diagenetic alteration (Pearson et al., 2001), we use only sites with “glassy” preservation. All temperature conversions are performed using our tool described above, using paleocoordinates reported in the original publication and selecting GTS2012 age datums (Gradstein et al., 2012), the *Orbulina universa* low-light calibration (Bemis et al., 1998), and a global $\delta^{18}O_w$ record based on bottom-water Mg/Ca temperatures (Miller et al., 2020). We do not perform a carbonate ion effect correction due to a lack of data on effect strengths in the Eocene.

We compare seven methods of estimating local $\delta^{18}O_w$: 1) no correction; 2) the mean modern value over 0-50 m depth (after LeGrande and Schmidt, 2006); 3) the reconstructed surface value at the Last Glacial Maximum (after Tierney et al., 2020); 4) the traditional latitude-only method (Zachos et al., 1994 Eq. 1); 5) the updated latitude-based method of Hollis et al. (2019); 6) the latitude-and-bottom-water-temperature method of Gaskell et al. (2022) Eq. S9; and 7) the climate-model-based method of Gaskell et al. (2022), with Eocene paleogeography (CESMv1.2-CAM5 model dataset with 1x, 3x, 6x, and 9x preindustrial pCO2, after Zhu et al., 2020). Where applicable, mean values are taken from ±5° latitude/longitude around each site’s paleocoordinates and bottom-water temperatures are taken from the Mg/Ca-based record of Miller et al. (2020). For PETM intervals, a bottom-water temperature of 17.75 °C (4 °C over latest Paleocene temperatures; Tripati and Elderfield, 2005) is assumed as the full magnitude of warming is not captured in the Miller et al. (2020) temperature record. Note that using Eocene paleocoordinates directly to obtain $\delta^{18}O_w$ estimates from datasets with Quaternary paleogeography (methods #2 and #3) is not strictly appropriate and leads to some sites being omitted due to their paleocoordinates falling over land. In a realistic scenario only methods with appropriate paleogeography should be used.

For comparison with other proxy estimates, we paired each site with the geographically nearest site (by great circle distance) for which Mg/Ca and TEX$_{86}$ temperature estimates are reported in the DeepMIP v0.1 compilation and then, for each site, calculated the residual between the $\delta^{18}O$-based temperature and the mean of Mg/Ca and TEX$_{86}$ temperatures. Sites lacking matching Mg/Ca and TEX$_{86}$ temperature estimates within a 1650 km radius were omitted, leaving four sites from the North Atlantic: DSDP 401, Bass River, Wilson Lake, and Millville.

3.2 Results

Choice of $\delta^{18}O_w$-reconstruction method induces variations in site temperatures with an average standard deviation of 1.5 °C across all sites (i.e., approximately ±3.0 °C error at the 2σ or 95% level). As would be expected from Figure 1, spatially-explicit methods yield higher temperatures than those relying on paleolatitude alone for most sites in the Atlantic, but lower temperatures for sites in the Pacific and Indian Oceans. The updated latitudinal method of Hollis et al. (2019) yields colder temperatures at all sites than the older method of Zachos et al. (1994) Eq. 1, due primarily to differences in predicted Northern
Hemisphere δ^{18}O_w. Comparisons between δ^{18}O-based and Mg/Ca+TEX_{86}-based temperatures is shown in Figure 3. Using the spatially-explicit Gaskell et al. (2022) method produces results that are significantly closer to with Mg/Ca+TEX_{86}-based temperatures than the latitudinal method (Hollis et al., 2019) employed by the original DeepMIP v0.1 proxy compilation (F-test of residuals, \( p = 0.036 \)), but are not significantly different from results obtained using the method of Zachos et al. (1994) Eq. 1 (\( p = 0.227 \)).

4 Concluding remarks

Our tool provides a convenient way for workers to perform δ^{18}O-temperature conversions and explore the sensitivity of their results to different calibrations, corrections, and δ^{18}O_w-reconstruction methods. By allowing data-generators to rapidly generate multiple temperature estimates for their records with different underlying assumptions, our tool allows workers to quickly understand and quantify the effects of different assumptions on the resulting temperature estimates. The demonstration included here suggests that reconstructing δ^{18}O_w from latitude alone can induce substantial errors and that spatially-explicit methods such as that proposed by Gaskell et al. (2022) can significantly improve correspondence between δ^{18}O-based temperatures and other proxy estimates, at least in the North Atlantic. However, it should be noted that at high latitudes during the warmest time intervals, δ^{18}O can yield temperatures 5–10 °C colder than those predicted by other proxies (e.g., Zhu et al., 2019; Gaskell et al., 2022). If models are correct in their predictions that warmer climate states can result in significantly depleted high-latitude δ^{18}O_w (Zhou et al., 2008; Tindall et al., 2010; Roberts et al., 2011; Zhu et al., 2020), then using model-based methods to reconstruct δ^{18}O_w would only increase this discrepancy further. Improving our understanding of δ^{18}O_w changes in warm climate states is therefore an important component of resolving ongoing proxy discrepancies in the high latitudes.

Code availability

An online version of the most current release of our tool is maintained at https://www.danielgaskell.com/d18O [preprint URL, subject to change]. Source code (Javascript and PHP) is available from the project’s GitHub repository at https://github.com/danielgaskell/d18Oconverter.
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Figure 1: Effect of estimating SST using measured/modelled local $\delta^{18}O_w$ rather than the latitude-based approximation of Zachos et al. (1994) Eq. 1. Modern: comparison with mean annual $\delta^{18}O_w$ <50 m depth (after LeGrande and Schmidt, 2006). Last Glacial Maximum (LGM): comparison with inferred annual surface $\delta^{18}O_w$ at the LGM (Tierney et al., 2020). Miocene: comparison with CESMv1.2_CAM5 model run at 400 ppm CO$_2$ with Miocene paleogeography (Gaskell et al., 2022). Eocene: comparison with CESM_1.2_CAM5 model run at 6x preindustrial CO$_2$ with Eocene paleogeography (Zhu et al., 2020). Temperatures are calculated assuming a slope of 4.80 °C ‰$^{-1}$ (Bemis et al., 1998).
Figure 2: DeepMIP v0.1 δ¹⁸O sites converted to temperature after the seven methods described in the text. Age groupings follow the original publication (LP = Latest Paleocene, PETM = Paleocene-Eocene Thermal Maximum, EECO = Early Eocene Climate Optimum; Hollis et al., 2019).
Figure 3: Comparison of $\delta^{18}$O-based temperatures with the mean of the geographically nearest Mg/Ca and TEX86-based temperatures from the DeepMIP v0.1 proxy compilation.