
We would like to thank Referee 1 for their detailed and constructive comments.  In the following to explain 

how we have modified the manuscript to address their suggestions.  

We have considerably revised the manuscript. The revisions can be summarized as follows: 

1) We have now considerably expanded the range configurations of the Bi-LSTM method 

2) We have changed the calibration period of the pseudo-proxy experiements to roughly match the 

observational period. 

3) We include now experiments with red-noise pseudo-proxies 

4) We include a new section to analyze the spatial co-variability modes of the reconstructed fields, as in 

Yun et al. (2021) 

 

The original reviewer’s suggestions are written in bold font, and our responses with normal font. 

 

 

1. General comment 
In response to their general comment, we have now deepened our exploration of the LSTM sensitivity to 

different architectures and tunable parameters. In the revised version, we have evaluated the LSTM 

methodology using a range of architectures. All versions of the Bi-LSTM method behave similarly in 

general, with only unsystematic variations.  We conclude that the underlying LSTM structure does not 

provide the benefits we had expected, although the method itself provides results with comparable quality 

as the traditional methods.  

 

2. Specific comments 

1. I'm still unclear as to whether this article is proposing Bi-LSTMs as a viable alternative to 

traditional statistical methods or whether its trying to show that they don't work well enough. If this 

article is intended to propose using Bi-LSTMs (or to refute their use) then this stance needs to be 

made more clear up front and in the results. Right now the article presents the results as a neutral 

comparison of methods", but this makes it difficult to reach a conclusion about the proposed method. 
A: The revised version explores more broadly the Bi-LSTM method, varying the number of layers, size of 

layers, cost function, and other tunable parameters. The results achieved so far display no systematic 

variations of the results achieved with the Bi-LSTM method, so that our conclusion is that a reasonable 

architecture will already provide reasonable results. We also conclude, however, that we were not able to 

achieve a clear improvement by varying the Bi-LSTM network. This might be due to the complexity of 

tuning this method to achieve a particular target, or it may be due to our too optimistic initial assumption 

that capturing the serial correlation present in the time series could provide a better replication of the 

amplitude of past variations.  

 
2 Follow up to Q1-If the article is proposing (or refuting) Bi-LSTMs then it needs a more 

comprehensive evaluation of the Bi-LSTM model. The results in Appendix B are a good start, but it 

would have been nice to see how varying the depth of the network, using dropout, weight decay, or 

other regularization techniques, or varying the learning rates (or using a scheduler), number of 

epochs, and other aspects of the training procedure such as the loss function effect generalization. 

From this, a reader could draw broader conclusions about the effectiveness of Bi-LSTM models 

rather than the effectiveness of the single model presented. 
A: See our previous response. We have explored a range of architectures, different network depths, 

introducing dropout layers, using different learning rates, and employing different loss functions to provide 

a more comprehensive evaluation of the Bi-LSTM performance and effectiveness. We include most of these 

results in an appendix, and retain in the main manuscript only those results/configurations that help support 

the main conclusions on the Bi-LSTM method.   

 

3 The statement “The reconstruction of mean temperature series could provide a general assessment 

of the skill to reconstruct extreme temperature phases” needs either a citation or experimental results 



in Section 3. I think extremal behavior could be quite different than behavior near the mean? It 

would be interesting to see if the Bi-LSTM can model quantiles of the distribution better than PCR 

or CCA. 
A: As we mentioned in our initial reaction to the review, that this sentence was meant to justify the 

consideration of the Bi-LSTM method in the first place.  This justification is now more explicit in the 

introduction This method, in contrast to the usual set-up with the traditional PCR and CCA methods, 

naturally incorporates the serial correlations of the inputs. The working hypothesis is that this could improve 

the reconstruction of extremes, or at least provide a different reconstruction skill than for the mean values. 

Our objective was to test this potential difference.  

 
4 What is the rationale for training on 850-1425 and then testing on the later period of 1426-2000 

(where did 2000-2005 go?), rather than the reverse as in Steiger et al. (2014)? I think that in a 

paleoclimate experiment we would be more interested in the performance of our method in the 

relative past, rather than the relative future. Would the performance of different methods change 

with the temporal order of training and testing? 
A: Ẃe have now replaced the calibration period with the 20 century, and use the rest of the past last 

millennium time period as validation (also in response to a comment by Reviewer 2).  

We have included a note of caution in the introduction on using this short calibration period, as it is by 

necessity done in real reconstructions. Some methods such as PCR can be comprised by overfitting if a 

number of predictors, due to a large proxy network, is comparable to the number of samples in the 

calibration period.  

 
5 In practice, the Bi-LSTM would need to be trained on real proxies and real observations, which 

would limit the training period to 1850 onwards. Will this be enough observations, over a long enough 

time horizon, to train an LSTM model? Comparisons between the various methods under this limited 

data setting would be helpful. Also, how will you account for the significant covariate shift between 

the post-industrial land pre-industrial periods? 
A: As per our previous response, we now use a realistic calibration period to test the methods in more 

realistic circumstances. 

 
6 Lines 225-235 seem to motivate including temporal correlation in a model more generally, rather 

than LSTMs specially. Since methods like Data Assimilation already model time varying processes, 

what is the potential benefit of the LSTM? This section should contain a more clear and 

comprehensive justification of the LSTM to motivate it over existing time series techniques. 
A: We have added a more clear justification, actually an expectation, for employing the Bi-LSTM in our 

manuscript. This has been shortly explained in the previous responses. Regarding additional justifications 

w.r.t. to data assimilation methods, we now explain in the manuscript two. One is that data assimilation 

methods require data from climate simulations, This makes the method itself more cumbersome. A second 

justification is that this use of data from climate simulations precludes a clean assessment of reconstructions 

vis-a-vis simulations, which is one of the most important reasons for climate reconstructions in the first 

place.  

 
7 Comparing Table 1 and 2, why is SD ratio replaced with RMSE, particularly since RMSE was not 

mentioned as a comparison metric in the beginning of Section 3. Also, RMSE needs to be defined or 

at spelled out once. 
A: This was indeed somewhat confusing. The manuscript is now focused on the SD ratio for spatially 

resolved reconstructions and in addition, and only for the index reconstructions is the RMSE additionally 

considered. As we explained in our first reaction to the reviewer’s comments, this is because the RSME is 

not as informative when the variance varies across space.  

 



8 Line 156 states that “We then perturb the ideal pseudo-proxies with Gaussian white noise ... with 

signal-to-noise ratio (SNR) values of 0.25, 0.5 and 1”, but then later on line 306 it states “More realistic 

pseudo-proxies are those containing 80% Gaussian white noise contamination.”, and it would seem 

that the 80% contamination is used in all of the experiments. How is this 80% number connected the 

previously stated SNR values? 
A: The noise level can be expressed using various definitions including SNR, variance of pure white noise 

(NVAR), and percentage of noise noise in the total variance variance (PNV)  (Smerdon, 2012). Each of 

them can be readily translated: for example, 80% PNV corresponds to a SNR of 0.5. We now define PNV 

and use it uniformly through the manuscript to avoid confusion.   

 
9 On line 395 – “The Bi-LSTM is able to capture periods of extreme cooling better than the other two 

methods but strongly underestimates the recent warming trend.” Is it possible the LSTM is just 

biased towards colder temperatures? 
A: As we changed the calibration period to the observational period to match more realistically the 

conditions of real reconstructions, this property is not as obvious as when using a cold calibration period. 

It would be indeed interesting to assess the implications of a longer colder calibration period, but both 

reviewers expressed a strong recommendation to stick to the observational period.  

 
 
10 The figures need to be referenced more heavily in the text. Statements such as In addition, cc maps 

show higher values over regions where more pseudoproxies are located.” and The Bi-LSTM and PCR 

methods exhibit relatively consistent patterns with similar SD ratios” seem to refer to the content of 

a plot. Without an explicit reference though its hard to follow. 
A: We have now cite  the figures more frequently throughout the text. 

 
11 I think section 2.2.1. Construction of pseudo-proxies should be grouped in with the Data section 

2.1, rather than the Methods section 2.2. 
A: This point can be considered a matter of taste. Actually, the data we used stem from climate simulations. 

The construction of pseudo-proxies is more a methodological issue, as pseudo-proxies can be constructed 

differently from the same underlying data. The new version of the manuscript  now includes a Data and 

Methods section, separated in subsections.  

 
3. Technical corrections 
We have proofread the whole manuscript and expect  the number of grammatical errors to be much smaller 

 

 

  

 



We would like to thank Referee 2 for their detailed and constructive comments.  In the following to explain 

how we have modified the manuscript to address their suggestions.  
We have considerably revised the manuscript. The revisions can be summarized as follows: 
1) We have now considerably expanded the range configurations of the Bi-LSTM method 
2) We have changed the calibration period of the pseudo-proxy experiements to roughly match the 

observational period. 
3) We include now experiments with red-noise pseudo-proxies 
4) We include a new section to analyze the spatial co-variability modes of the reconstructed fields, as in 

Yun et al. (2021) 

 

The original reviewer’s suggestions are written in bold font and our responses with normal font. 

 

General comments 
C: The application of Bi-LSTM is new, but the authors do not make a strong case for why this method 

should be applied. Of all the machine learning methods, why this one? Is Bi-LSTM particularly well 

suited for the CFR problem? Is the non-linear nature of the method or its incorporation of serial 

correlation important for the problem? Without strong arguments for why these characteristics are 

useful, the application of Bi-LSTM has the feeling of just being the method that the authors had 

sitting on the shelf. This should be remedied. 
A: We agree that there are several possible methods that could have been tested from the ML methodologies. 

From the available methods that we could have used for CFR, recurrent neural networks (RNNs) are 

potentially a suitable candidate with the objective of better reconstructing the true climate variability, 

because they can capture serial correlation. Our underlying assumption, to be tested in this study, is that 

this property can improve the reconstruction variance. In general, RNNs learn only the short-term serial 

correlation (Bengio, et al. 1994). Bi-LSTM is a special type of RNN of which it has been demonstrated that 

it is capable of learning and capturing long-term dependencies from a sequential dataset (Hochreiter & 

Schmidhuber, 1997). The Bi-LSTM combines two independent LSTMs together, which allows the network 

to incorporate both backward and forward information for the sequential time series at every time step. Our 

working hypothesis is, that a more sophisticated type of RNN could better replicate the past variability, and 

perhaps even more so for extreme values. We would like to test whether this property of the Bi-LSTM is 

useful for paleo climate research in the future based on our experiments.  
 

Therefore, the choice of the Bi-LSTM method is not as specific as the first version of the manuscript perhaps 

conveyed. This method happens to be one that, in principle, is one of the best suited to capture the temporal 

structure of the time series. We have expanded this justification in the introduction.  
 

 

C: Another general concern is that the manuscript is largely just an application of the methods and 

a description of the results. There is little insight into *why* the methods might behave the way that 

they do. Does the Bi-LSTM perform similar or worse to the PCR and CCA methods simply because 

the problem isn't strongly non-linear? Does Bi-LSTM capture the cold extremes *because* it is non-

linear?  If that is the case, why does it better capture the cold extremes and not the warm extremes? 

These and other questions are simply not taken up and the descriptive presentation of the results is 

not commensurate with the state of the science in terms of how the results are interpreted to 

understand how and why methods perform the way that they do. Consider some of the recent work 

in paleo data assimilation, in which the motivation is to incorporate new information in the form of 

http://www-dsi.ing.unifi.it/~paolo/ps/tnn-94-gradient.pdf


climate model constraints, or in the Yun et al. (2021, https://doi.org/10.5194/cp-17-2583-2021) paper 

in which the authors seek to diagnose why various methods perform the way that they do. 
A: The manuscript now includes a completely new section on the compariosn of the patterns of spatial 

covariability, as in Yun et al. (2021). We thank the reviewer for the Yun et al (2021) reference. We think 

the for us most relevant aspect in Yun et al. study is the comparison of the distribution of reconstruction 

variance over the leading EOFs for the Bi-LSTM methods, as the other traditional linear methods have an 

in built advanatge in this regard (the regression is conducted already in the EOF space). .Therefore, the Yun 

et al. evaluation is for those two linear methods not very informative, as they almost automatically produce 

reconstructions with the 'correct' EOF patterns - the corresponding explained variances may be informative 

though. The Yun et al. perspective is more informative for the Bi-LSTM method.  
We also include a brief discussion of the conclusions that can be derived from the comparison of 

reconstructed EOFs patters.  
 

We now briefly discuss data-assimilation methods in the introduction (also in response to comments of 

Referee 1), considering their relative advantages and disadvantages, but of course a full general comparison 

deserves a whole study on its own. 
 

Regarding the similar or worse performance of the LSTM compared to PCA/CCA: Our underlying 

assumption was that the relationship between proxies and climate is inherently non-linear and therefore a 

non-linear method should be able to capture the variability better. Therefore, the fact that the Bi-LSTM 

does not perform better than PCR/CCA can have two possible reasons: (1) the problem is simply not non-

linear enough (as suggested by the reviewer) or (2) the Bi-LSTM architecture is not yet optimal. We have 

tested this second hypothesis by further exploring the LSTM sensitivity to changes in architecture and 

parameters. The LSTM results appear to be rather insensitive to changes in network architecture etc, so that 

we may conclude that this second hypothesis cannot explain the behaviour of the chosen Bi-LSTM 

configuration. A more likely explanation is that the reconstruction problem analyzed in this study is not 

non-linear enough, in otehr words, the pseudo-proxies are constructed in still a rather simple way. However, 

it is difficut to assess the possible non-itineraries in the real proxies. For this purpose w would need to 

perform a detailed analysis of real proxy series 
 

In response to both reviewers, we have also changed the calibration period to a more realistic interval in 

the 20th century (see also response to specific comment to l.165).  
 

 

Specific comments 
Ln 7: There are many places in the manuscript that use "summer season temperature." Summer 

season is redundant and can be changed to simply summer temperature. 
A: We have changed “summer season temperature” to summer temperature 
 

Ln 22: This is a bit of a strange list of references for this general statement. I suggest the authors just 

list the many review articles on CE climate over the last decade or more: Mann and Jones (2003); 

Jones et al. (2009); Frank et al. (2010); Christiansen and Ljungqvist (2012); Smerdon and Pollack 

(2016); Christiansen and Ljungqvist (2017) 
A: We have changed  the references and list more review articles on CE climate over the last decade 

 



Ln 24: Again, this is a strange list of references for the sentence it is supporting. More appropriate 

references are: Hegerl et al. (2006, 2007); Schurer et al. (2013, 2014); Anchukaitis et al. (2012, 2017); 

Tejedor et al. (2021 PNAS and PP) 
A: We have include those changes 
 

Ln 26: "hinders to capture" is not grammatically correct. 
A: Noted and corrected 
 

Ln 28: "ice cores), etc." is incorrect structure. 
A: noted and corrected 
 

Ln 41-40: "Many scientific studies that employ pseudo-proxies and real proxies have focused on 

global and hemisphere climate field or climate index reconstructions..." What else is there? This is 

basically everything unless the authors are thinking about recons of dynamic indices or want to point 

out that the majority have focused on specifically temperature recons (with the exceptions of the data 

assimilation methods that have tested multiple variable recons in pseudoproxy studies). 
A: We were referring to regional reconstructions that span smaller regions than the globe or one hemisphere, 

e.g. the North Atlantic. The PAGES2k reconstructions do consider continental scales, but essentially they 

include just one (or two in some cases) continental-scale reconstructions.   
 

Ln 51: Data assimilation isn't mentioned at all in the Introduction, which overlooks a rapidly 

expanding area of CFR research and production in the field right now. It is relevant here inasmuch 

as the method does not assume temporally stable relationships between proxies and the targeted 

climate variables. 
A: Following the advice of both reviewers, we have now included a brief introduction of data assimilation 

methodologies and summarize the difference to our approach. Specifically, we now mention the advantages 

of those methods (powerful combination of all information available) and drawbacks (no critical evaluation 

of reconstructions and simulations possible any more). Regarding the isse of under or over estimation of 

variance,no systematic evaluation of data-assimilation methods is possible, as this property  depends  on 

the climate simulation used and on the stated uncertainties in the proxy-base reconstructions 
 

Ln 53: Coats et al. (2013, doi:10.1002/grl.50938) and Yun et al. (2021) specifically take up the 

stationarity assumption. 
A: Noted and corrected 
 

Ln 71: Decadally filtered after the forced global warming signal has been removed (usually via 

detrending). 
A: We think that the question of detrending the SST data to define the AMV index in the paleoclimate 

context is not as clear as for the recent climate (20th century). The purpose of detrending is to eliminate the 

impact of anthropogenic climate change and in theory retain only the part of variations driven by natural 

variability. The role of aerosols remains contested, as this cannot be easily removed by detrending alone. 

The reviewer is surely aware of the ongoing discussions on the origin of the AMV variability (either 

externally forced or internally generated, e.g Booth et al., 2012; Clement et al, 2015) . In the paleoclimate 

context, these issues are not directly relevant. Anthropogenic climate change is absent or much weaker, and 

thus all AMV variations are naturally generated. If one would like to focus on the internally generated 

variations only, a model to subtract the impact of the forcing would be needed, and this is prone to errors 

when the external forcing is not exactly known (Mann et al., 2022). However, for the present study this 



distinction is not really important, as the objectives is to reconstruct the AMV variations independently of 

their origins. Another practical problem would be the definition of the detrending period in the past 

millennium. A linear trend over the whole period is not really justified. Therefore, we think it is reasonable 

to stick to our initial definition of the AMV, which has also been adopted in other paleoclimate studies, e.g. 

Wang et al., 2017) 
 

Ln 91: It is not clear what is being combined here. It was stated above that they use the PAGES2k 

network combined with a tree-ring network from St. George.  Here they say they are combining 

mollusk shell records with PAGES2k and Luterbacher et al.  The inclusion of the mollusk shell 

records is a bit random, as I am not sure they have been included in a large-scale CFR to this point.  In 

a synthetic experiment like this, it seems a bit ad hoc to create a sampling based on a theoretical 

combination of proxies that, to my knowledge, has never been adopted before (I am not aware of a 

large-scale application of the St. George assessment, unless the authors are using that reference to 

refer to a large-scale sampling from the ITRDB).  Just using the PAGE2k sampling seems sufficient 

and straightforward here. 
A: We do not totally agree with this comment. One objective of our study is the reconstruction at smaller 

scale than hemispheric, e.g. at European continental scales. The PAGES2k network for Europe is 

constrained to land proxies. On the other hand, the OCEAN2k Pages reconstructions include marine proxies. 

We think that an interesting question is to explore the reconstruction skill when both sort of proxies are 

combined. The reviewer is  right in that the mollusk shell records have not yet been included in larger 

compilation of proxies, but we find no compelling reason not to do it now. 
Thus the objective is explore the combination of suitable terrestrial and marine proxies for small-scale 

North Atlantic and European land surface temperature reconstructions, while for the large-scale Northern 

Hemisphere surface temperature reconstruction we use a subset of the PAGES2k network. This subset is 

defined following the assessment by St. George, S (2014). He analyzed all tree ring data  from ITRDB,  and 

foundt hat some tree ring proxies in the mid-latitudes of America and Eurasia are less suitable for 

temperature reconstructions because they show a more positive correlationwith summer precipitation 

instead of summer temperature (Figure 4 of St. George, S. 2014). We therefore think that the comprehensive 

criteria by St. Georg can help filter the proxy data from the PAGES2k network. 
However, we would like to point out that a particular choice of proxy network cannot be critical to evaluate 

reconstructions methods, as these networks can be updated and re-evaluated. The main methodological 

conclusions should be broadly independent of the pseudo-proxy network used. To test this hypothesis, we 

have included  a test reconstruction based on the original PAGES2k network and compare it with the results 

of our filtered network. 
 

Ln 95: The choice of climate model has been definitively shown to impact the pseudoproxy results: 

Smerdon et al. (2011, 2015) and Parsons et al. (2021, https://doi.org/10.1029/2020EA001467) 
A: Noted and corrected 
 

Ln 132: Which ensemble member?  Also from not form. 
A: Noted and corrected 
 

Ln 134: The CCSM4 model is presented as if it is distinct from the CESM, when in fact they share a 

very close lineage. This should be mentioned and does not make what the authors have done to be 

three truly independent models because of the close lineage between CCSM4 and CESM.  
A: We agree with this comment and we have limited our analysis to the two clearly different climate models 

MPI-ESM and CESM in the revised version.  



 

Ln 150: The grid cell that contains the proxy location is probably more accurate. 

A: Noted and corrected 
 

Ln 156: It is useful to point out that white noise is not realistic and that there have been attempts to 

use other noise colors or noise simulated by proxy system models.  Noise colors were investigated in 

the seminal von Storch et al. (2004) paper, Wang et al. (2014, https://doi.org/10.5194/cp-10-1-2014) 

investigated various noise structures, and Evans et al. (2014, https://doi.org/10.1002/2014GL062063) 

investigated pseudoproxy experiments with noise from proxy system models. 
A: We have now included experiments with red-noise contamination. In general, the results with red-noise 

pseudoproxies is to further reduce the reconstructed variance, 
 

Ln 165: I strongly disagree with what the authors have done to split up the calibration and validation 

intervals.  They use a much longer training interval than would ever be possible in the real world and 

they calibrate outside of the 20th century when the strong trend therein may have important impacts 

on their methodological performance.  Given the descriptive nature of this study, it is weakened even 

more if the conditions under which the methods are tested are far outside of what is possible with 

real data. I strongly encourage the authors to complete the study over a more realistic calibration 

interval length and in the 20th century. Absent these more realistic constraints, the skill measures 

the authors provide are probably inflated and impossible to interpret for more realistic frameworks. 
A: In the revised version, we have modified the calibration period (observational period) to match the 

conditions for real reconstructions 
 

Equation 1: The PCR and CCA formalism is inexplicably written in series form.  Why not use the 

much more traditional formulation using matrix notation?  The relationship between PCR and CCA 

is also more evident using matrix notation, in which PCR is simply a special form of CCA, i.e. it does 

not reduce the rank of the cross correlation matrix.  This relationship should also be noted. 
A: We agree with the reviewer that a matrix notation is more compact and probably elegant. However, we 

need to also consider that some readers of this manuscript may be more familiar with the series form. We 

have in mind research groups working on climate reconstructions, familiar with calibration of 

dendrochronological series and that may be not that familiar with the matrix notation, but who nevertheless 

may be interested in new applications of CFR. We surmise that the best notation in each case is a matter of 

personal taste, and that the important point is that all mathematical steps remain clear. 
 

Ln 192: Residual term with what assumed properties? 
A: The assumed properties are of white or red noise. We have included now in the revised text.  
 

Paragraph starting on Ln 279: This paragraph is full of undefined jargon that is not cited.  It is 

meaningless for the uninitiated.  Please correct. 
A: This paragraph has been revised for clarity, adding cfurther itations (Knerr, et, al. 1990; Yu, et, al. 2019) 

and removing the amount of jargon as much as possible. 
 

Ln 299: This was first noted in Smerdon et al. (2010, 2011). 
A: Noted and corrected 
 

Ln 310: "reduction in skill" as opposed the vague use of degradation here? 



A: Noted and corrected 
 

Ln 320: In the spirit of my general comments, one curiosity is why CCA does not perform better than 

PCR with regard to the cc metric. CCA is designed to optimize the correlation, which is why it can 

sometimes yield larger variance losses.  It is therefore curious why it doesn't universally beat out 

PCR in the cc metric. 
A: CCA indeed maximizes the correlation that can be attained with a change of variables, i.e. with a linear 

combination of the grid-cell series in each of the two fields. In an admittedly artificial example, the 

canonical correlation can be very high and yet the reconstruction skill in general can remain low. If one 

grid cell in each field are very highly correlated to one another (and assuming here no PCA pre-filtering), 

CCA will pick those two cells as the first CCA pair (i.e., a pattern in each field with very high loadings on 

those cells). The rest of the cells will not contribute to the CCA pattern. The reconstruction skill will 

therefore be very low in all those cells, despite the CCA being very high. In general, the reconstruction skill 

will be a monotonic function of the canonical correlation coefficient and the variance explained by the 

canonical predictand pattern. If the latter is low, the reconstruction skill will be low in large areas of the 

predictand field. 
We have included a few sentences to guide the reader on this point. 

 

Ln 327: The variance losses have a relatively straightforward interpretation for the traditional 

regression approaches. When analyzing the mean results, the variance losses reflect loss of signal 

(reflected in the mean) and increases in the variance associated with the error term.  It would be 

useful to know if the machine learning method can be interpreted in the same way, or if there is an 

alternative way to think about variance losses for that method. 
A:  We believe that in the case of machine learning algorithms, but the interpretation may be more difficult. 

We also point out here that, even in the reviewer’s interpretation, simple algorithms can yield contrasting 

results. For instance, even assuming that noise is present in the predictand only, direct linear regression and 

inverse linear regression lead to under or over estimation of the reconstructed variance, respectively.   In 

the case of neural network, it is very common that they also lead to underestimation of the variance (noted 

already long time ago, Zorita et al., 1999 https://doi.org/10.1175/1520-

0442(1999)012%3C2474:TAMAAS%3E2.0.CO;2),  but this can depend on the structure of the network 

and specifically on the form of the prescribed neuron activation function.  
 

Ln 390: Why should complexity translate to improved skill?  I am aware of no grand postulate that 

makes this case. 
A: The reviewer is correct that there is no general principle linking complexity and skill, but it is reasonable 

to assume that a more complex model might be able to better capture more complex relationships. For 

instance, a linear model cannot capture non-linear links outside a narrow range. Artificial neural network 

is a subset of machine learning method could usually be understood as a universal approximator which can 

map and approximate any kind of linear or nonlinear functions by selecting a suitable set of connecting 

weights and transfer functions in principle (Hornik et al., 1989).   Thus, it is reasonable to assume that a 

better performance might be achieved, but indeed, this not generally guaranteed. We have reformulated that 

sentence 
 

Ln 402: The relationship (or lack thereof) between the skill of the mean indices and spatial skill was 

first discussed in Smerdon et al. (2010, 2011) and further highlighted in Smerdon's 2012 pseudoproxy 

review. 
A: Noted and corrected 



 

Ln 418: This is vague. What about alternative methods might be useful in the context of the CFR 

problem?  There are lots of methods out there.  What direction can the authors provide, based on the 

work they have done, that might represent useful characteristics in other machine-learning methods 

to try in the context of this problem? 
A: We now briefly present alternative directions and methods that might be useful in paleo CFR 

experiments based on more realistic calibration and validation time period as the reviewer suggested. Our 

first implementation of the more complex Bi-LSTM does not show superiority in CFRs compared to 

traditional CFR methods, so we would like to draw an assumption that more complicated architecture might 

not be helpful for CFRs at least based on our specific experiment results and the employed architecture of 

Bi-LSTM. However, we would suggest an Echo State Network (ESN) for paleo climate research. 

(Lukosevicius, M. & Jaeger, H. 2009; Nadiga, 2020). Both ESN and LSTM  belong to RNN, yet ESN is 

much simpler than LSTM (Lukosevicius, M. & Jaeger, H. 2009), and also has outperformed the RNN 

methods in other applications (Chattopadhyay et al., 2019, Nadiga, B. 2020). We thus encourage testing 

ESN in different paleo climate research directions. 
 

Ln 451: CCA is a classic linear-based CFR method.  This structure is awkward. 
A: Noted and corrected 
 

Ln 460: "Reservoir Computing methods-Echo State Network" is screaming for a reference so that 

the rest of us can figure out what it is. 

A: We have included references on ESN: e.g., Lukosevicius, M. & Jaeger, H. 2009 and Nadiga, 2020 

Figures 6 and 7: Much of the text in this figure would only be legible by Ant Man.  I strongly suggest 

increasing the size of the legend, fonts, and axis labels. 

A: Noted and corrected 

Figures 8 and 9: I find these figures very hard to read.  Why include the bar plots for the data bins?  

It would be much clearer to simply show the estimated PDFs, which characterize the behavior well 

enough. 

A: The reason for including the bin bars is to highlight the differences in the frequency of extremes. The 

smoothed PDFs can provide a picture that is not totally accurate. We have now included figures that show 

the smoothed PDFs and, additionally, a few bin bars for extreme events 
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