
Dear editor and reviewers, we would like first to thank you for your useful feedback and
comments on our manuscript. You can find here below the Referee’s comments in italics and
our answers in blue. In bold, you can find the modifications that will be made to the
manuscript.

This manuscript evaluates whether using a process-based dendroclimatological proxy
system model in the context of paleoclimate data assimilation provides better results than
using simple regression-based tree growth models. This is a relevant research question
which has not been addressed yet. For the specific case study presented in the manuscript it
is found that the performance of the two methods is similar, with some differences depending
on regions and performance measures. The analysis is technically sound and the study is a
valuable contribution to the further improvement of data assimilation methods. However,
there are some general points and some details that could have been discussed more
clearly. I recommend publication after the specific points listed below have been addressed.

We would like to thank the Referee for this general feedback, the careful evaluation of our
manuscript and for the interesting comments. They will be accounted for in the revised
version of the manuscript as specified here below.

Specific comments

1)

Lines 25-28, 36-46: The problem with statistical models are not only assumptions on linearity
and stationarity, but also that they are ‘inverse models’. It should be made clear that multiple
climate states may lead to the same response in proxy data, and that this can be taken into
account with PSMs, whereas inverse models assume invertibility of the relationship, which
may not be the case.

It should also be mentioned that the PSMs are a specific form of the ‘observation operator’ in
the general DA framework.

The manuscript will be modified as follows:

On l25: “In this so-called transfer function approach (Fritts et al., 1971), the climate
field of interest is expressed as a function of the tree-ring proxy, i.e. in the inverse
mode (as opposed to the natural direction where tree growth responds to climate).
However, while this assumes an invertibility of the relationship between climate and
tree growth, this may not always be the case. Additionally, the use of linear regression is
based on the assumption that the relationship between climate and tree growth is linear and
stationary over time.”

On l39: “More recently, the use of forward proxy system models (hereafter, PSMs) has
emerged in order to directly assimilate the proxy time series. This gives the opportunity to
consider the relationship between the proxy and the climate in the natural direction,
as opposed to inverse models, and to take into account the combined influence of
multiple climate variables on the proxy data.”
On l39: “Specifically, the PSMs – one specific form of the observation operator in the DA
framework – make the link between the outputs of the climate model included in the DA
procedure and the assimilated proxy observations (...)”



2)

Lines 30-31: ‘impact’ should be replaced by ‘contribution’, and ‘natural’ with ‘natural, random’
or ‘natural, internal’, because ‘impact’ describes an external influence on a system, and
‘natural’ variability includes natural forced variability. Done.

3)

Lines 46-50: The setup of the pseudoproxy studies and of the role of VS-Lite in them should
be better explained, so that the main aspects become clear without reading the references.

This will be added to the manuscript on l48: “However, so far, they have never been used in
a DA procedure with actual tree-ring proxy data, but only with pseudoproxies (i.e., synthetic
proxy data; Dee et al., 2016; Acevedo et al., 2017; Steiger and Smerdon, 2017). In these
studies, the VS-Lite model (Tolwinski-Ward et al., 2011) is forced by climate model
outputs in order to provide synthetic tree-ring proxy data. These synthetic proxy data
are then incorporated in a DA framework, providing a controlled environment to
evaluate the DA procedure and resulting reconstruction skill. In those experiments,
using the non-linear VS-Lite model as a PSM for tree-ring data has the potential to
improve the quality of the reconstruction compared to the traditional statistical linear
approach of tree-ring models.”

4)

Lines 56-58: A very brief explanation of the setup of the calibration and validation of the
MAIDEN model in Reszöhazy et al. (2020, 2021) would be good. For instance, what are the
inputs and outputs?

A brief explanation will be added as follows on l57:”In Rezsöhazy et al. (2021), the MAIDEN
model has been successfully applied over the last century to the PAGES2k TRW database
by comparing the simulated annual quantity of carbon allocated to the stem with the
observed tree ring widths (both normalized), using as inputs of the model
high-resolution climate data. The model has been calibrated over the second half of
the 20th century using the Bayesian procedure with Markov Chain Monte Carlo
sampling elaborated in Rezsöhazy et al. (2020), and successfully verified over the first
half of the century at 20% of the PAGES2k tree-ring sites. The studies have
highlighted the potential of MAIDEN to be used as a PSM for DA-based reconstruction
of past climate variability, compared to a simple model like VS-Lite (Tolwinski-Ward et
al., 2011).”

5)

Lines 62-64: Has MAIDEN not been evaluated in the Northern Hemisphere or did it not
perform well? It has been evaluated in the Northern Hemisphere and it performed well but
we wanted to focus on the Southern Hemisphere where fewer large-scale reconstructions
exist for now.

6)

Lines 66-68: This is the first time oxygen isotopes data are mentioned. It is explained later
that these are available from the isotope-enabled GCM simulations, but it would be good to
briefly mention this already here.



The manuscript will be modified as follows on l69: “While the TRW records require the use
of a PSM, the ice core records can be directly compared with the outputs of an
isotope-enabled climate model.”

It is unclear why the different types of proxies are linked to different spatial scales. Is the
argument that by using only TRW data large areas would not be covered at all with proxy
data, or that isotope and/or snow cover data are linked to larger spatial scales than TRW
data. If it is the latter, why is this case?

It is the first explanation: by using only TRW data large areas will not be covered by proxy
data, in particular the high latitudes of the Southern Hemisphere. In order to provide a more
exhaustive reconstruction of the Southern Hemisphere climate, we need to incorporate these
high-latitude proxy data as well. By using the ice core records, we do not constrain only the
climate at the local-scale where the tree-ring proxy data are available but also the
large-scale climate. This allows us to provide a large-scale consistency in the reconstruction,
for instance by reconstructing the westerly winds.

The manuscript will be modified as follows on l67: “The DA experiments are based on both
TRW and ice core (d18O and snow accumulation) proxy data to ensure the consistency of the
reconstructed large-scale circulation pattern by assimilating proxy records at mid and
high (i.e., Antarctica) latitudes of the Southern Hemisphere and thus avoiding to only
reconstruct small-scale features.”

Also, this will be made clearer in the manuscript on l149:”In addition to tree-ring proxy
records which are the focus of this paper through the use of a process-based PSM
(Sect. 2.4.1), we also assimilate other proxy data, i.e. ice core records, to cover a vast
area of the Southern Hemisphere (i.e, Antarctica) where no tree-ring proxy data can be
found, in order to provide a comprehensive reconstruction of the Southern
Hemisphere climate.”

7)

Lines 116-118: The discussion of dynamical consistency should be more precise and avoid
overselling.

The individual particles for a given timestep are dynamically consistent climate states, but in
an offline DA there is no dynamical consistency in time. This is not a problem if the timesteps
are so long that the atmospheric states are almost independent. However, the dynamics of
the ocean and cryosphere components of the climate system involves also very long
timescales, and the ocean and cryosphere states influence the atmospheric states.

Moreover, dynamical consistency in space and between variables involves non-linear
equations and the weighted ensemble mean is therefore not dynamically consistent.

We totally agree with the comment of the Referee, even though it is the most consistent we
could get in offline data assimilation. We will adapt our manuscript to  avoid overselling the
dynamic consistency of the particle filter, by adding the proposed statement on l116:”In this
framework, the individual particles for a given timestep are dynamically consistent
climate states. However, it is important to keep in mind that even though atmospheric
states are almost independent on an annual timescale (as in this study), the dynamics
of the ocean and cryosphere components of the climate system involves very long
timescales, and their states also influence the atmospheric variables. At the end of the
DA procedure, the weighted mean of the particles for each year over the assimilation period
provides an estimate of the climate variables (i.e., the ensemble mean). Since dynamical
consistency in space and between variables involves non-linear equations, the



weighted ensemble mean is therefore not fully dynamically consistent. Finally, the
weighted standard deviation of the particles is used to estimate the range of the
reconstruction (i.e., the ensemble spread).”

8)

Line 146: ‘anomalies ... are subtracted from the TRW timeseries’ seems wrong. Please
rephrase.

Indeed, it will be rephrased as follows: “the anomalies are computed relative to the
1900-2000 CE time period.”

9)

Line 153: Genitive s after reference should not be there. Done.

10)

This is the first time the ‘observation operator’ is mentioned. The fact that PSMs are one
example for observation operators in DA should have been mentioned already in the
introduction (see also comment 1). Done (see comment 1).

11)

Lines 174-176: As far as I understand the annual quantity of carbon that is added to a tree
(Dstem) is proportional to the added tree volume. i.e. proportional to r * delta_r, with r the
radius of the tree and delta_r the tree ring width. It seems therefore problematic to compare
Dstem only with delta_r. It would be good to add a comment on this in the text.

This important point has been discussed in previous papers (Rezsöhazy et al. 2020, 2021)
and a few words will be added in the manuscript, as follows on l176: “In practice, as
previously discussed in Rezsohazy et al. (2020,2021), the comparison of the
tree-growth observations with the forest carbon accumulation simulated by MAIDEN
implies some limitations. For instance, Gennaretti et al. (2018) computed a wood
biomass index directly comparable to what MAIDEN simulates. This involves using
both tree-ring width and density (earlywood and latewood fractions) data, while the
latter is less broadly available. Finally, we use a combined version of the model from
Gea-Izquierdo et al. (2015) and Gennaretti et al. (2017), developed by Fabio Gennaretti
(unpublished).”

12)

Line 186: A correlation of 0.3 means that less than 10% of the variance is explained. A
comment on how this may affect the DA would be helpful.

In principle, data assimilation does not require such selection based on correlation because
the confidence we give to each record during the data assimilation procedure is proportional
to the observation error we assign to each record. The potential lower correlation of the
simulated tree growth with the observations is thus taken into account in the observation
error and in the DA. In the LMR project (Hakim et al., 2016; Tardif et al., 2019) for instance,
such selection is not made. We have chosen to apply this selection, using a low value of the
correlation as threshold since tests have shown that including records with a very low
correlation increases the noise and reduces the skill of the reconstruction (Franke et al.,
2020).



13)

Line 225: The standard meaning of ‘validation’ is quantification of skill, not demonstration
that the skill is high. The statement should be replaced by something like ‘only two locations
satisfied the same selection criterion as MAIDEN’. Done as suggested.

14)

Lines 310-312: The meaning of CE and the reason for using it should be better explained.
For a linear prediction model the correlation includes the complete information about the
amplitude of the predictions, because the squared correlation is the explained variance. The
reason this is not sufficient in the context of the study is that no linear models are applied to
correct the simulated variables. The CE compares the variance of the residuals with the
variance of the predictand, with CE = 1 associated with perfect predictions, CE = 0 with a
residual variance identical to predicting the observed mean, and CE < 0 with larger residual
variance than when predicting the mean.

The manuscript will be modified as suggested by adding the following explanation on l311:
“While the Pearson correlation coefficient gives an estimation of the linear fit between the
reconstructed and observed values, the CE compares the variance of the residuals with
the variance of the predictand. A CE equal to 1 is associated with perfect predictions,
a CE equal to 0, with a residual variance identical to predicting the observed mean,
and a negative CE, with larger residual variance than when predicting the mean.”

15)

The underestimation of variance in the reconstructions is discussed in several places and
attributed to weak constraints on the prior through the proxy data, and thus similar weights
for a large number of particles. This is in principle correct. However, this is a fundamental
issue with the particle filter, and potentially with other data assimilation methods, and not all
relevant aspects become clear. The paper would benefit from a more systematic discussion
of the reasons for variance underestimation, including at least the following points:

- Individual members of ensemble climate simulations or sequences of selected
timesteps from individual members have in the ideal case realistic temporal variability on all
spatial scales.

- Any averaging of random, non-forced variability will reduce variability. This means
that any ensemble mean will always have unrealistically low variability, regardless of how it
is constructed. However, the extent of the reduction depends on whether members with
more similar or more different variability are used for calculating the weighted ensemble
mean.

In contrast to unweighted ensemble means the Particle Filter gives high weights to ensemble
members that match the observations. If the empirical information strongly constrains the
particle selection, the particles will be more similar than in a less constrained case, and there
will be less underestimation of variance.

-The similarity measure is determined at the locations of the proxies, but the weights
given to each particle are independent of location (more detail on this in the manuscript
would be helpful). Particles that have similar states at the proxy locations don’t necessarily
have similar states at other locations, and the reduction of variance in unconstrained
locations is therefore likely to be larger than in constrained locations.



We totally agree with the Referee and intended to explain those points  in the submitted
version of the manuscript. We will thus make it clearer and more systematic in the
Conclusions section of the revised version, by adding the proposed statement on l533:”It
appears clearly that our DA framework does not provide reconstructions that properly
reproduce the observed variance of near-surface air temperature and precipitation
with both TRW PSMs, particularly at larger spatial scale (e.g., South America), likely
due to the low number of TRW proxy records assimilated in the mid-latitudes. The
Southern Hemisphere counts indeed few TRW proxy records (PAGES 2k Consortium,
2017) but offers an interesting framework as few reconstructions of the Southern
Hemisphere climate exist to date (Neukom et al., 2011, 2014). The underestimation of
variance is a fundamental issue with the particle filter, but also potentially with other
data assimilation methods (e.g. Tardif et al., 2019). In the ideal case, individual
members of ensemble climate simulations have realistic temporal variability on all
spatial scales. Any averaging of random, non-forced variability will reduce the
variability. In other words, any ensemble mean will always have a too low variability,
regardless of how it is constructed. However, the extent of the reduction depends on
whether members with more similar or more different variability are used for
calculating the weighted ensemble mean. In contrast to unweighted ensemble means,
the particle filter will give high weights to ensemble members that match the
observations. If the empirical information strongly constrains the particle selection,
the particles will be more similar than in a less constrained case, and there will be
less underestimation of variance. Besides, the similarity measure is determined at the
locations of the proxies, but the weights given to each particle are independent of
location. Particles that have similar states at the proxy locations do not necessarily
have similar states at other locations, and the reduction of variance in unconstrained
locations is therefore likely to be larger than in constrained locations.

In our reconstructions, this pattern of variance becomes even more striking before (...)”

The following words will also be added in the manuscript on l116: “In this way, starting from a
prior distribution where all the particles have the same weight, the particle filter produces a
posterior distribution where the weights of the particles are redistributed according to the
observations, for each year of the reconstruction, and independent of the location.”

16)

Lines 351, 394: replace ‘constrain’ with ‘constraint’. Done.

17)

Line 354-359: These statements are very unclear. A TRW PSM does not assess ‘errors in
the simulated variance of climate signals’. Please clarify the argument.

It has been replaced by the following: “not properly assessed when using such TRW PSMs
to compare the climate model outputs with the proxy observations.”

18)

Line 361: ‘fully verify our DA procedure’ is not well phrased. This has been deleted.

19)

Lines 362, 396: ‘if’ should be replaced with ‘whether’. Done.



20)

Lines 386-387: The comment on the potential influence of the different number of tree ring
records for reg and MAIDEN is helpful, but this potential issue should be already mentioned
in the introduction and/or method section, and the experimental setup using different
numbers should be justified.

The following justification will be added at the end of the method section, on l315:
“It is important to note at this stage that the number of proxy records, but also the
tree-ring proxy records themselves, that are assimilated with the statistical or
MAIDEN PSMs are different. The regression-based PSM experiment includes twice the
number of tree-ring proxy records compared to the one using MAIDEN. This results
from different performance of the PSMs when applied to the same subset of SH
tree-ring sites (Sect. 2.4.1 and 2.4.2). When working with actual proxy data, such a
situation is difficult to avoid but we must be aware that this may have consequences
on the skill of the resulting DA-based reconstructions.”


