
In the following responses, we reproduce the reviewers’ comments in italics

and include our detailed responses in bold text thereafter.

Response to Reviewer 1

The manuscript assesses four different climate field reconstruction (CFR) methods, two

of which are based on spectral domain analysis, and the other two are based on ridge regres-

sion and canonical correlation analysis, respectively. These methods are evaluated through

pseudoproxy experiments (PPE) with five different GCMs (BCC, CCSM, GISS, IPSL, and

MPI), using singular value decomposition based hypothesis tests on the mean and covariance

functions. The hypothesis test results and the follow up analyses show that the reconstruc-

tion performances are affected by (i) how well the overall patterns in a GCM simulation are

captured by the leading EOFs, (ii) how temporally stable the leading EOFs are, and (iii) how

the sampled locations are representative with respect to the global climate patterns. I think

the analysis presented in the manuscript is highly thorough and carefully done, and it sheds

light on the factors that can negatively affect the performance of the existing CFR approaches

and how CFR methods can be improved in the future. The suggestions below are mostly on

improving the presentation and fixing some typos/incorrect statements:

1. In lines 215- : I think the fact that X is the synthetic truth and Y is the CFR result

should be introduced earlier so that readers can understand Sections 3.1.1 and 3.1.2

more easily. In the current format, readers should wait until the end of 3.1.2 to find

this out while wondering how X and Y are chosen.

We appreciate this comment and have modified the text to define X and Y

earlier.

2. Line 226 “the correlation of climate observations”: I would say “the correlation and

the variance of climate observations”.

We have modified the text in accordance with this comment in the revised

manuscript.

3. Line 232: There are redundant parentheses.

Fixed.
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4. Lines 235: I think it is worth mentioning possible computational issues in conduct-

ing singular value decomposition when the data size is large, perhaps mentioning the

computational complexity is in O(min(mn2,m2n)).

We agree that mentioning the computational time and complexity of the

singular value decomposition is a good idea. This has been added to the

revised manuscript.

5. Line 244: I am wondering if k2 in the equation for V (d) is a typo. If not, please add

a sentence that explains why k2 is needed.

The k2 in the equation for Vα(d) is not a typo. Because the recursive α̂k is

estimated based on the recursive sample comprising observations from 1 to

bk/2c, the weight k2 in Vα(d) is to account for the sample size used to estimate

αk. This procedure is capable of incorporating the temporal dependence.

Details regarding this reasoning have been added to the revised manuscript.

6. Lines 255-257: Perhaps what the authors meant were “In other words, a p-value close

to 0 indicates the difference between modeled and reconstructed fields is statistically

significant against this null hypothesis, while p-values close to 1 indicates the difference

could be explained by random chance.”

The reviewer is correct on this point and we are grateful that they caught

the mistake. We have fixed this statement in the revised manuscript.

7. Lines 258-260: I think the authors need more motivation on why they are focusing

on the leading five principal components here. My guess is that the leading principal

components are mostly large-scale features, which are usually the main interest when

studying the changes in spatial patterns (e.g., ENSO). I think the authors want to

clarify this point here.

The reviewer’s conjecture is correct. The leading 5 EOFs consist of more

than 80% of the total variability and largely represent the dominant large-

scale spatial patterns of the random fields. We therefore compare the fea-

tures of the spatiotemporal fields on these leading five principal compo-

nents. We have clarified this point in the revised manuscript.
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In the following responses, we reproduce the reviewers’ comments in italics

and include our detailed responses in bold text thereafter.

Response to Reviewer 2

1. The biggest issue I have with the paper is trying to figure what was done in the methods.

Obviously, we need this kind of comparison in climatology and it is extremely important.

I didn’t have any issues with the scientific prose in the paper, but I would like the

authors to be much more pedagogical in their methodological exposition so that folks

can discern what has been done. I did not get anything out of the brief description of

the four methods in Section 2. Hence, I was hoping that Section 3 would alleviate these

concerns; alas, it did not.

The details of the four different CFR methods employed in our manuscript

are widely reported across many different publications, which we summarize

in Section 2. We do not feel it is necessary or in the best interest of what

is already a long paper to go into great detail regarding the applied CFR

methods. We nevertheless have expanded the introductory presentation in

the subsection about the CFR methods to better situate the reader and

give them a brief overview of how the CFR problem is cast. We hope that

this balance between what is contained in the paper and what is available

in detail in the literature is sufficient.

2. In Section 3, some things are not stated that need to be: are the X and Y processes

independent (I think so)? It seems you are assuming a constant mean in time t (which

is not likely true) and that the covariance function of the spatial fields at each time

have the same structure (I can buy this). I also want to know if you are assuming that

the fields are Gaussian.

We have further elucidated the following points in the manuscript.

� Our method does not require X and Y to be independent. This is one

of the advantages of our functional data analysis method.

� We do not assume a constant mean in t. We removed a common trend

that is a constant at t, and then we allow the mean of the detrended
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data to be spatially varying. We indeed assume the spatial covariance

function follows the same structure at each time.

� Our method does not require the random fields to be Gaussian, though

the climate model data can be approximated by a Gaussian random

field. In the case of Gaussian random fields, our test for mean and

covariance is equivalent to the test for distribution because the mean

and covariance determine the Gaussian distribution, but this equiva-

lence cannot be generalized to other distributions.

3. In testing for whether the means of the two processes are the same, why would we

not just look at the average (overall spatial locations and times) and use asymptotic

normality to test whether these X minus Y averages have a zero mean? This just works

with differences ∆(t, s) = X(t, s) − Y (t, s). Then you don’t have to assume the mean

is constant....it subtracts to zero under the null. You can easily estimate the variances

of the average ∆ value assuming a null that the two fields have the same covariance

structure. This seems to be the fundamental way to handle the two sample equality

issue in general abstract spaces. I’m guessing that what you’ve done can be justified,

but it would seem that I have to go to your past papers to dig this up. I just have this

uneasy feeling that the EOF approach is needlessly complicated.

We would like to clarify that we did not assume constant mean for the

whole spatial domain. Instead, we allow the mean to be spatially varying

and we aim to test whether µX(s) = µY (s). We removed the common trend

from X and Y , which is calculated as the global average at each year based

on both data sets. This detrending procedure will not affect our spatial

mean test.

Regarding the reviewer’s suggestion, we agree it is the most natural ap-

proach. We indeed carried out a very similar idea in Li and Smerdon

(2012) by centering, scaling and decorrelating X and Y using their com-

mon mean and common covariance matrix, and then evaluating whether

the two post-processed data sets followed the same distribution. However,

working on that project made us realize several drawbacks of this seem-

ingly rigorous method, and motivated us to seek a more robust and flexible
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method resulting in our follow-up work Li et al. (2016). The drawbacks can

be summarized as: 1) temporal dependence is not taken into account; 2)

X and Y are assumed to be independent; and 3) the result is sensitive to

misspecification of the spatial covariance function. We later turned to the

functional data method in Li et al. (2016) which was used in our current

manuscript for the following reasons: 1) it allows dependence between X

and Y and temporal correlation within each data set; 2) it is nonparametric,

thus there is no concern for model misspecification; and 3) it enables an

assessment of the discrepancies between X and Y at different directions or

subspaces.

4. I also can’t rationalize why I need to use the data from times 1 to k in various places.

Seems I should use all N times once.

We used the data from times 1 to k because we employed a self-normalization

approach to generate samples for the variance estimation. Self normaliza-

tion is analogous to bootstrap or subsampling, but bootstrap tends to break

the temporal correlation and subsampling needs to choose the optimal sub-

sample size and the subsample form. Self normalization for temporally

correlated data was developed by Zhang and Shao (2015) for generating

recursive samples for the parameter estimates in which the variance is the

variable of interest. The recursive samples are obtained by drawing samples

from time 1 to k, k = 2, ...N , meaning each time the new sample is formed

by expanding the previous sample by adding the current observation. Self

normalization is also tuning-parameter free and allows for temporal cor-

relation. More details can be found in Zhang and Shao (2015). We have

also added more explanations on why we used recursive samples in Section

3.1.1.

5. It would seem to me that we want to test whether the means are the same and the covari-

ances are the same in tandem. Not either the mean is the same or the covariance is the

same separately, but to test both in tandem. So why not set ∆(t, s) = X(t, s)− Y (t, s)

and work with these differences as above. If the means are the same, the mean of the

∆ process is identically zero at all times and spatial locations. Then we could stack the
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∆(t, s) in a giant vector — call it V — over all spatial locations and time points. Now, if

we could get the covariance matrix of all components in this giant vector — call it Σ —

we would just look at Σ−1/2V . This quantity would be composed of IID N(0,1) variates

if the original fields are Gaussian. And it is easy to test whether data is IID N(0, 1)

by a plethora of methods (QQ plots, Kolmogorov-Smirnov, chi-squared tests, etc). To

estimate Σ, grab your favorite space-time covariance estimators to estimate both the

X covariance and the Y covariance structures in time and space. Call these estimates

ΣX and ΣY , respectively. Let Σ∗ = (ΣX + ΣY )/2 be the common estimate under the

null that the two processes have the same covariances and are independent. Now just

use Cov(∆(t, s),∆(t′, s′)) = 2 times the corresponding entry in the matrix Σ∗. Then I

think it’s game over: you’ve tested both hypotheses at the same time.

We once again fully agree that the reviewer’s suggestion is most natural. As

mentioned in our response for point 3, we have tried a similar idea in Li and

Smerdon (2012). The method works to some degree, but it is unsatisfactory

in several ways as we listed in point 3. The temporal correlation in climate

data, the possible dependence between the synthetic (X) and CFR (Y ) data,

and the complex correlation structure of the global climate data that can

challenge the validity of any stationary and parametric covariance function,

gave us impetus to seek more flexible and robust methods. Hence, we have

employed the functional data method in our manuscript. Another benefit

for principal component based methods is that noise will be filtered out in

the analysis. This is very important for our hypothesis testing, because we

are analyzing very high dimensional data for which noise can dominate the

result and lead to misleading conclusions.
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