
We thank the reviewers for their careful reading and comments which helpfully contribute to the
clarification and overall improvement of the manuscript.
We are addressing the comments below (in blue), as well as keeping track of the corrections to the
text (in green). It should be noted that all mentions of line and figure numbers are made according
to the numbering of the original manuscript.

Reviewer #1:

This paper considers a series of simulations using the iLOVECLIM model to analyze the effect of
different choices of LGM boundary conditions,  parameterizations,  and ad-hoc modifications (to
wind stress and freshwater forcing) on the LGM solution, focussing on the surface climate as well
as  the  deep  ocean  overturning.  Although  the  results  are  generally  interesting  and  worthy  of
discussion,  I  think  the  comparison  between  these  experiments  and  conclusions  about  which
"choices" are better or more important than others need to be drawn a bit more carefully, as these
various modifications aren’t really comparable and some are certainly more physical than others.
The paper specifically highlights the use of a parameterization to represent “sinking brines” as key
to obtaining a realistic simulation of the LGM overturning circulation. However, I believe that the
discussion of these results needs improvement, as elaborated below. Most importantly, I think that a
PI simulations with this parameterization needs to be presented for comparison. Since the physics of
the ocean have not changed between the present and LGM, the model needs to be able to reproduce
the PI ocean and LGM ocean circulation with the same parameterization.

We  propose  here  corrections  on  the  conclusions  and  elements  of  discussion according  to  the
reviewer’s suggestions. In particular,  we show the results obtained for a PI simulation with the
parameterization of the sinking brines.
While  we understand the  reviewer’s  legitimate  concern  about  the  fact  that  our  simulations  are
relying  on  modifications  which  are  more  or  less  physical,  we  would  like  to  stress  that  these
simulations are only sensitivity tests and do not accurately reproduce the physics of the ocean. Still,
they give us the opportunity to draw conclusions about key processes, (here quoted from reviewer
#2) in particular “that the sensitivity tests with winds, brines, and freshwater have more potential to
influence the simulated surface properties, and particularly the ocean overturning circulation and
distribution of water masses, compared to the choice of boundary conditions. This highlights the
importance of informed choices in model parameterizations of processes. In particular, it further
clarifies  the  effect  of  deep-water  formation  and  convection  processes  for  achieving  a  realistic
representation of the glacial deep ocean and its water masses.”
Our intention is certainly not to prescribe any modelling choice as key. When observing that the
simulation ‘P4-I brines’ is the “best” one (with quotation marks, L330), we meant that it is the one
that  is  in  best  agreement  with  geological  data,  given  the  variables  analyzed  in  this  study.  We
additionally qualified this simulation to be “quite crude” (L340) and we underlined it only as “one
way of tackling this issue [of a simulated deep ocean circulation in disagreement with paleotracer
data]” (L354). We hope that the proposed corrections will clarify this intention to the reader.

Specific comments:

-R1.1 : l. 15/16 in abstract. It would be good to clarify that you are referring to "different choices for
LGM boundary conditions", or better yet "different choices for the LGM ice sheet topography" (see
also comment below). After all, differences in boundary conditions between the PI and LGM are
ultimately what has to explain the different circulation in the two climates.

Indeed. We have clarified this  sentence following this  comment and also the third comment of
reviewer #2. This sentence now reads:



We investigate  here the  impact  of  a  range of  surface conditions  in  the  Southern Ocean in the
iLOVECLIM model,  using  nine  simulations  obtained with different  LGM boundary  conditions
associated with the ice sheet reconstruction (e.g. changes of elevation, bathymetry, and land-sea
mask), and/or modelling choices related to sea-ice export, formation of salty brines, and freshwater
input.
Although the term “boundary conditions” might not be clear to a non-modeller reader, the change of
boundary conditions due to the choice of different ice sheet reconstructions encapsulates changes of
elevation,  albedo,  bathymetry,  and  land-sea  mask.  We  prefer  to  use  the  term  “ice  sheet
reconstruction”  rather  than  “topography”,  because  we  are  concerned  that  the  latter  might  be
understood essentially as a change of elevation.
Note that we have noticed a few typos along the manuscript concerning the use of a hyphen in the
expression “ice sheet reconstruction”, so we corrected them as well.

-R1.2 : In various places (e.g. l. 36-38) the issue of open ocean convection versus sinking along the
AA slope  seems to  be used almost  synonymously  to  the  role  of  brine  rejection  in  deep water
formation, but these are rather different processes. Notably, the CCSM3 LGM simulation shows
very salty AABW, clearly as a result of strong brine rejection, yet I assume AABW is still formed
by open ocean convection (e.g. Shin et al. 2003, https://doi.org/10.1029/2002GL015513 - indeed
this paper should be discussed).

In order to avoid confusion between the two processes, we removed the mention to brine rejection
at L. 36-38. 
As reviewer #2 also asked to develop this part, we included the following in the new version of the
manuscript:
Moreover, Heuzé et al. (2013) showed that, even in present-day conditions, models generally simu-
late inaccurate bottom water temperatures, salinities and densities. Even when they do simulate rel-
atively accurate  modern bottom water properties,  they still  tend to form AABW via the wrong
process (namely open ocean deep convection) whereas the largest proportion of AABW currently
results  from formation of dense shelf  waters,  overflowing in the deep ocean (Orsi et al.,  1999;
Williams et al., 2010). While some high resolution CMIP6 models now simulate dense shelf waters,
Heuzé (in review, 2020) observed no obvious export of these waters, and open ocean deep convec-
tion remains a much too widespread and frequently occurring process.
We also thank the reviewer for pointing out that the Shin et al. (2003) paper is relevant for the
present study. We think a mention to this reference would fit in this part of the introduction well:
And indeed, PMIP models struggle to reproduce the glacial sea-ice extent suggested by sea-ice
proxy data, and especially its seasonality (Roche et al., 2012; Goosse et al., 2013; Marzocchi and
Jansen, 2017). While Ferrari et al. (2014) have shown a dynamical link between the deep ocean
circulation and Antarctic  sea ice,  Shin et  al.  (2003) have highlighted the major  role  played by
Antarctic sea ice on the glacial AMOC by quantifying the haline density flux increase at the LGM
in the CCSM model. Moreover, Marzocchi and Jansen (2017) have quantitatively attributed part of
the  observed  discrepancies  of  the  AMOC  simulated  by  PMIP3  models  to  insufficient  sea-ice
formation and export. Therefore, targeting sea-ice biases in models may be necessary to improve
the simulated water mass distribution.

-R1.3 : Relatedly, the parameterization of sinking brines needs to be described a little more– both in
terms of the formulation and its physical interpretation. I understand that this method has been
published previously, but since it is key to the presented conclusion I think the reader needs to be
able to interpret the results from these simulations without first reading Bouttes et al. (2010). In l.
125 it is argued that "its objective is to account for the sinking of dense water along the Antarctic
continental slope", and similarly in l. 301 it is referred to as "the parameterization of the sinking of
dense  water  along  the  continental  slope".  This  gives  the  impression  that  it  may  be  a
parameterization of downslopes gravity currents, which, however, seems quite misleading. Indeed,



if I understand correctly, the parameterization simply transfers salt from brine rejection directly and
locally to the bottom of the ocean (without any mixing along the way), and it is not limited to the
Antarctic slope. Personally, I’ll have to admit that this parameterization seems rather unphysical to
me (even gravity currents are associated with lots of entrainment and detrainment as they proceed
down the slope, and of course they only exist on the slope). The readers can form their own opinion,
but to do so, the parameterization needs to be discussed clearly.

As the expressions “along the continental slope” may indeed induce confusion with the downslope
currents, we have removed them at L.125 and L.301. Also, for the reader to understand better both
the formulation of this parameterization and its physical interpretation without having to refer to
Bouttes et al. (2010), we expanded the following sentences as follow:
We ran ‘P4-I brines’ using the parameterization of the sinking of brines described by Bouttes et al.
(2010). The objective of this parameterization is to account for the sinking of dense water rejected
during  sea-ice  formation.  Indeed,  this  process  is  often  limited  by  the  horizontal  resolution  of
models, as the rejected salt tends to get diluted in the surface grid cells where sea ice is forming.
This  parameterization  allows  for  a  fraction  of  the  salt  content  of  the  surface  grid  cell  to  be
transferred to the deepest grid cell underneath the location of sea-ice formation. As a result, the
salinity and density of the bottom cells increase while the salinity and density of the surface grid
cells decrease, without congruent motion of water masses. The modification of the salinity depends
on the rate of sea-ice formation, as well as the chosen fraction parameter. Here the fraction was
chosen at  0.8  to  allow for  a  large  effect  of  this  sensitivity  test,  but  the  gradual  effect  of  this
parameter  choice  on  the  streamfunction  is  shown  in  Fig.  S5,  as  well  as  the  impact  of  this
parameterization on the  PI  streamfunction (and deep water  mass  properties,  see  Fig.  S6).  This
simple parameterization is relatively different than a downsloping current one as it is not confined
to the continental slope and does not create mixing along the way of the sinking brines. While “this
brine mechanism is idealized, it reflects the impact of intense Antarctic sea-ice formation during the
LGM” (Bouttes et al. (2010)) on the AABW density.

-R1.4 :  As discussed in  the general  comments  above,  the "P4-I  brines"  simulation needs  to  be
compared to a corresponding PI simulation with the same parameterization. Ultimately the changes
in the ocean circulation between the PI and LGM climates have to be attributable to differences in
the boundary conditions, not different physics. It  needs to be verified that the model is able to
reproduce a reasonable solution for both the LGM and PI ocean with the same parameterization.
(One aspect that should be paid attention to here are the T and S properties of NADW and AABW.
Importantly, AABW is fresher than NADW in the modern climate, which needs to be reproduced by
any model that adequately represents water mass transformation processes in the SO.)

We agree with the reviewer. We have run a ‘PI brines’ simulation with the same parameter. The
streamfunction obtained is presented in Fig. 1 below. We have also added it in SI for interested
readers (see Fig. S5), alongside the streamfunctions of ‘PI’, ‘P4-I’ and ‘P4-I brines’ to enable an
easier comparison, as well as other simulations that the reviewer #2 mentioned (a ‘New P2 brines’
and two ‘P4-I brines’ with a different parameter). We observe that despite the large parameter (0.8)
used in  ‘PI  brines’,  the differences with ‘PI’ remain relatively small.  There is  a  change of the
Southern Ocean overturning cell (which is expected given that the parameterization is transferring
salt to the deep ocean without explicitly advecting water masses) and also a small strengthening of
the bottom overturning cell in the Atlantic, but the cell limits remain similar. Therefore, we expect
no significant change in the water mass distribution. As a result, we think that adding the results
from ‘PI brines’ as a 10th simulation in all parts of the manuscript is not critical.
As for the T and S properties of deep water masses, they are now shown in Figure S6: please refer
to our response to your twelfth comment for more detail.



It can also be noted that the chosen parameter for a ‘PI brines’ simulation (and more generally the
brine parameterization) has been discussed in the reviews of Bouttes et al. (2010), which can be
found at: https://cp.copernicus.org/articles/6/575/2010/cp-6-575-2010-discussion.html.

‘PI’ ‘PI brines’

Figure 1: Streamfunctions (Sv) (as in Fig. 7) of ‘PI’ and ‘PI brines’ simulations

-R1.5 : in l. 131/132 it is argued that a quasi-equilibrium state is ensured. How is this evaluated?

We calculated the drift  in time series of the global deep ocean temperature to assess when the
equilibrium state is achieved – which is usually the case after 1000 years of run, though it may be a
bit longer for simulations such as ‘P4-I brines’. We propose clarifying this point like this:
Each simulation has been run either 3000 or 5000 years to ensure a quasi-equilibrium state. The
drift for any individual simulation is less that 2.10-4 °C per century for the deep ocean temperature
(global mean of all oceans below 2,000 meters depth). 

-R1.6 : l.161: does "surface extent" here refer to sea ice extent or still the surface of the continent? I
assume the former, but please clarify.

Indeed. We have added the term “sea-ice” to avoid confusion.

-R1.7 : The error bars of 10% and 20% for winter and summer sea ice extent seem to be mostly
accounting  for  the  uncertainty  in  the  continental  margins,  which  is  probably  relatively  small
compared to the large uncertainty in the sea ice line. As a result, these error estimates seem very
optimistic to me. Indeed this  seems to be confirmed by the fact  that the previous estimates of
Gersonde at al. (2005) and Roche et al. (2012) fall significantly outside of this error bar. I’m not
arguing  that  either  estimate  is  better  or  worse,  but  simply  that  a  larger  uncertainty  has  to  be
acknowledged. I think the uncertainty range should at least encapsulate the best estimates of these
major previous studies.

We here stress that both Gersonde et al. (2005) and Roche et al. (2012) used a different projection
system (South Pole stereographic projection that increases distance with decreasing latitude) and
subtracted the modern Antarctic ice-sheet surface to calculate the LGM winter and summer sea-ice
extent instead of the LGM one. Consequently, the winter sea-ice extent of 39 × 106 km2 and 43.5 ×
106 km2 presented in these studies was overestimated. We here used a discretization of the sea-ice
line  approximated  on a  grid  with  a  fixed  latitudinal  and longitudinal  spacing on a  sphere  and
subtracted the LGM Antarctic ice sheet. We also added new control points from Benz et al. (2016)



refining the winter sea-ice extent in the Pacific sector. The recalculated area of 32.9 × 106 km2 is
therefore much more robust. Applying a similar approach to the winter sea-ice extent in Gersonde et
al. (2005) and Roche et al. (2012) would provide very similar values as the one presented here. For
this  reason,  our  error  bars  do  not  need  to  encapsulate  previous  (overestimated)  sea-ice  extent
estimates. 
We however agree that error bars of 10% and 20% seem optimistic, especially as the summer sea-
ice edge is poorly constrained from the data point of view. There is a clear lack of control points and
the estimation of the sea-ice line is partly done by default (we know it is South of the marine cores
with no indication of sea-ice presence, but where exactly?). We could easily double these values,
though  20%  seems  a  little  pessimistic  for  the  winter  sea-ice  edge  which  is  relatively  well-
constrained. To find a middle ground, we have chosen to change the error bar values to 15% and
30% in Fig. 5 and S3, and corrected the text accordingly.
However, it should remain clear for the reader that these values are only indicative. In fact, it is
impossible to compute error bars in the usual sense, given the uncertainty of the reconstructed sea-
ice edge drawn based on point data. We still wish to provide the reader with some sense of the
magnitude of the error, which is why we quantified the order of magnitude of the error linked with
the discretization of both this reconstructed sea-ice contour and the Antarctic continent contour at
the LGM (L161-173), which adds a further element of uncertainty to the model-data comparison of
the sea-ice extent. We assumed that the error associated with the sea-ice line is of the same order of
magnitude as the error linked with the discretization, given the relatively coarse resolution of the
CLIO model. Still, there is no statistical test which could help use quantify the error bars accurately,
so the chosen values will remain questionable in any case. This is what we meant by the use of the
adjective “indicative” (L161). Therefore, it would not be right to interpret how well the simulations
are doing in terms of sea-ice extent based on whether they “fall inside or outside these error bars”
(which is also an argument why these errors bars should not necessarily encapsulate estimates from
previous studies). Note that this is an expression that we haven’t used in Section 3.2, we are simply
saying  which  simulation  “falls  close”  to  the  reconstructed  sea-ice  extent  or  tend  to
“underestimate”/“overestimate” the sea-ice extent compared to the reconstructed one.
To stress this element further and warn the reader that these estimated error bars should not be taken
at face value, we have added the adjective “indicative” in the legend of Fig. 5 as well, and modified
the following sentence (L174):
Considering the order of magnitude of these alternative estimates, error bars of 15% and 30% seem
reasonable. Still, these estimates are only indicative of the order of magnitude of the error.
An alternative option is, obviously, to remove all  error bars. This would, however, give a false
impression of certainty to the reconstructions provided.

-R1.8 : l. 220: It is argued that "the transfer of brines leads to a cooling of the Southern Ocean".
Notably, however, the cooling does not occur in the regions of AABW formation but further north.
There  also  is  pronounced  warming  (relative  to  P4-I)  in  the  North  Atlantic.  Do  you  have  an
explanation for these results? And does the warmer North Atlantic play a role in explaining the
relatively weak and shallow AMOC in this simulation? The focus here seems to be almost entirely
on the Southern Ocean, but what’s the effect of the brine parameterization in the North Atlantic?

No cooling can be simulated in the regions of AABW formation due to the presence of sea ice, as
the SST is at the freezing point value. The cooling is happening further north, notably in regions of
upwelling and is probably due to the enhanced stratification (and decreased convection in the SO
cell). We propose adding a sentence here:
We note that the transfer of salt to the bottom of the ocean leads to a cooling of the Southern Ocean
(‘P4-I brines’, Fig. 2f), while the opposite occurs with the addition of a freshwater flux around
Antarctica  (‘P4-I  hosing’,  Fig.  2h).  Observed  in  ice-free  regions  (i.e.  where  the  SSTs  are  not
necessarily at the freezing point value), this cooling is probably a consequence of the enhanced



stratification,  since a well-mixed water column in upwelling regions would tend to dampen the
effect of low winter surface temperatures on the SSTs.
As for the warming of the North Atlantic, it is difficult to pinpoint the exact cause of it. We only
used the brine parameterization in the Southern Ocean, so it should be a consequence of the effect
of  this  localized  parameterization  on  the  global  stratification.  We observe  a  shallower  but  not
weaker NADW cell in ‘P4-I brines’, a denser AABW and fresher surface salinities. These effects
should have consequences on ocean heat transport:  we observe for example a slightly stronger
North Atlantic drift. However, we have not looked deeper into it as this is not the bulk of our study.
Indeed,  we  focused  here  essentially  on  the  Southern  Ocean.  We  have  only  used  the  brine
parameterization  in  the  Southern  Hemisphere  in  ‘P4-I  brines’,  arguably  because  the  different
bathymetry  affects  the  convection  processes,  but  also  simply  to  isolate  the  effect  of  a  denser
AABW. Though not shown in this study, we did run a simulation with the brine parameterization
implemented everywhere (with the same frac=0.8) and have observed a similar structure of the
AMOC, but with a weaker NADW cell and a slightly weaker bottom cell as well (compared to ‘P4-I
brines’),  which  slightly  improves  the  model-data  agreement  with  δ13C  proxy  data  and  the
atmospheric CO2 concentration (also not shown here).  We think including the results  from this
simulation is not really telling in the context of our study.

-R1.9 : l. 214: what is the statement that "’Cold P2’ is not the simulation with the best overall
agreement" based on? From what is shown in the paper, it seems to at least show among the best
agreement in terms of SSTs. (And believing the Tierney et al. (2020) estimate it would also be the
best in terms of global mean temperature.)

Believing the estimate from Tierney et al. (2020), ‘Cold P2’ is indeed best in terms of global mean
surface temperature. However, considering the regional patterns of SSTs, we learn a few things. We
observe in Fig. 3 (see triangles) that the simulation ‘Cold P2’ achieves a smaller RMSE for the
Southern Ocean (and especially in the Atlantic and Indian sectors of the Southern Ocean, the region
with the poorest model-data agreement) due to its lower SSTs. This is not surprising given the
systematic warm bias we observe in summer around 40–50°S (Fig. 4). However, looking at the
mean RMSE in winter (see crosses in Fig. 3b), we see that the RMSE for ‘Cold P2’ is higher than
‘P4-I brines’ for example: despite the lower RMSE for the Southern Ocean (Atlantic and Indian
sectors, see triangles), this simulation also presents a deteriorated agreement for the Atlantic Ocean
(see  diamonds)  in  winter.  This  suggests  that  a  cooling  of  the  Southern  Ocean  (especially  the
latitudes 40–50°S of the Atlantic and Indian sectors, not so much the latitudes ~60°S of the Pacific
sector) improves the model-data agreement but it is not necessarily true if this is associated with too
strong a winter cooling in the North Atlantic and Arctic Ocean (see ‘Cold P2’ compared to ‘P4-I
brines’ in Fig. 2). In these regions, the difference between the simulated SSTs and the SST data
from MARGO Project Members (2009) can be examined in plots  similar  to Fig.  4 but  for the
Northern Hemisphere latitudes (not shown here as the focus is on the Southern Ocean).
Basically,  we  observe  from  this  model-data  comparison  that  a  simulation  in  relatively  good
agreement  with  regional  data  is  not  necessarily  the  “best”  simulations  with  respect  to  global
estimates – and the reverse is also true. This fact is actually a limitation of the Tierney et al. (2020)
data assimilation method, as their global estimate is based on the simulation with the best multi-
regional  agreement  to  data,  and is  not  freed  of  potential  model  biases  in  less  well-constrained
regions.
Without going into too much detail, we have clarified the sentence L.214 like this:
The simulations with a colder Southern Ocean (‘Cold P2’, ‘P4-I brines’) show a better agreement
with  the  SST data,  as  indicated  by  a  smaller  RMSEs  computed  for  the  Southern  Ocean  (see
triangles in Fig. 3). However, ‘Cold P2’ is not the simulation with the lowest mean RMSE (see
crosses  in  Fig.  3b),  as  it  notably  shows  a  higher  RMSE in  the  Atlantic  basin  in  winter  (see
diamonds).



-R1.10 : Fig. 7: What exactly is plotted here? Is it only the resolved Eulerian mean overturning or
does this include the parameterized eddy transport associated with the GM parameterization? What
matters for the transport of physical and geochemical tracers is really the isopycnal overturning
(which  probably  does  not  have  two  counter-clockwise  cells  in  SO).  Computing  the  latter  is
admittedly more  challenging and not  commonly done in  studies  like  this,  but  at  least  the GM
contribution should be included.

We  thank  the  reviewer  for  making  us  aware  of  this  relevant  issue.  We  checked  how  the
streamfunction output of the model is computed: the contribution from the GM parameterization is
indeed  added  to  the  Eulerian  velocities.  As  for  the  isopycnal  overturning,  it  has  never  been
computed in the iLOVECLIM model and would be relatively difficult to do in a reasonable time
considering our current workforce.

-R1.11 : From Fig. 7, it also seems that the AMOC in the PI simulation is too weak and too shallow,
which should be discussed.

The AMOC in the PI simulation is indeed relatively weak and shallow, though it is not an outlier in
the PMIP3/PMIP4 ensemble (see Fig. S1 and S2 of Kageyama et al. (in review, 2020)): the pre-
industrial AMOC simulated by iLOVECLIM is fairly comparable to the pre-industrial AMOC of
HadCM3, AWIESM2, MIROC-ESM and CNRM-CM5, and actually stronger and deeper than that
of IPSL-CM5A2 (and IPSL-CM5A-LR).  
This text has been included in the new version of the manuscript as follow:  
The AMOC in our PI simulation is within the PMIP3/PMIP4 ensemble  (see Fig. S1 and S2 of
Kageyama et al. (in review, 2020)). In more details, it is fairly comparable to the pre-industrial
AMOC of HadCM3, AWIESM2, MIROC-ESM and CNRM-CM5, and actually stronger and deeper
than that of IPSL-CM5A2 (and IPSL-CM5A-LR).

-R1.12 : For the evaluation of deep ocean water mass properties it would be very useful to show T
and S (as a function of latitude and depth).

Following this suggestion from the reviewer, we added plots of T and S distribution in the Atlantic
ocean  in  Figure  S6.  These  deep  water  mass  properties  were  previously  evaluated  in  the
iLOVECLIM model under PI conditions in Bouttes et al. (2015) (Figures 6 and 7), using data from
the World Ocean Atlas 2009. We reproduced the same type of plots for our ‘PI’ and ‘PI brines’
simulations, using the same data for comparison. We observe that using the brines parameterization
(with the fairly high parameter choice of 0.8) warms the deep ocean interior by a few degrees,
which deteriorates the agreement with WOA09 data. Moreover, while this parameterization has no
significant effect on the temperature patterns at the subsurface, it causes a decrease of the surface
salinity. At depth, although it lessens the salinity difference between the NADW and the fresher
AABW, it  also improves  the  salinity  patterns  in  the  North Atlantic  mid-depths  with respect  to
WOA09 data.

-R1.13 : l. 303-305: I don’t follow the argument here about why ’P4-I wind’ has a stronger Southern
Ocean cell. My guess would be that the stronger wind stress over ice leads to enhanced ice export,
which in turn leads to more new sea ice formation and thus brine rejection (c.f. Shin et al 2003).

The multiplication of the wind tension over ice indeed leads to enhanced sea-ice export and as a
result increases the sea-ice area (Fig. 5), sea-ice formation and brine rejection at high latitudes. It
also leads  to  sea ice piling up (increased sea-ice thickness).  This  was not clearly stated in  the
manuscript, which is why we propose the following modification:
On the other hand, the Southern Ocean cell is enhanced for ‘P4-I wind’, but moderately (‘P4-I
hosing’) or strongly (‘P4-I brines’) suppressed for the other sensitivity tests. These results could be



due  to  the  fact  that the  experimental  setting  of  ‘P4-I  wind’ –  with  the  multiplication  of  the
meridional  wind  stress  on  ice  –  enhances  sea-ice  export,  which  leads  to  an  increased  sea-ice
formation and its consequent brine rejection (Shin et al., 2003).

-R1.14  :  In  Fig.  8  and  throughout  much  of  the  manuscript  "convection"  seems  to  be  used
synonymously to the large-scale overturning circulation. However, convection can occur without a
large-scale overturning and vice versa. I suggest to replace all references to convection cells with
overturning cells.

We agree that such a terminology is more appropriate. We have changed it accordingly in Section
3.4 and in the captions of Fig. 8 and S5.

-R1.15 : In section 4.1 the various simulations are separated into those that amount to different
choices for "boundary conditions" and "experimental setting", a separation that makes its way also
into the abstract and conclusions. This separation, and the term "experimental setting" seems very
vague. E.g. the assumed glacial temperature profile affects the simulation results via heat flux in or
out of the glacier surface, and thus effectively also amounts to a difference in boundary conditions.
In general it seems that "boundary conditions" is only used for cases with different choices for ice
sheet topography, so I suggest to simply be explicit about that. As for the various other experiments,
I don’t see how they can be lumped into one category.

We also thought  that  the  term “experimental  setting” may be too  vague,  so thank you for  the
confirmation.  After  discussing  the  terminology,  we  find  that  this  term  is  too  general  as  it
encapsulates  both changes of boundary conditions (which are the changes of elevation,  albedo,
bathymetry  and land-sea mask associated  with  the  choice  of  the  ice-sheet  topography,  such as
GLAC-1D,  ICE-6G-C or  ICE-5G),  and the  modelling  choices  made  in  sensitivity  tests,  which
concern either forcings  (such as in ‘Cold P2’,  ‘P4-I hosing’,  ‘P4-I  wind’),  or model  parameter
choices (‘P4-I brines’,  as ‘P4-I’ would be with a chosen fraction of 0). This inadequate use of
terminology is probably why the distinction of these different types of modelling choices seems
vague.  It  should  be  clearer  with  the  following  specifications  and  corrections  or  the  term
“experimental setting”:
- L. 72: Since the ice sheet reconstructions are still associated with large uncertainties, Kageyama et
al. (2017) describe the common experimental design for LGM experiments in the current phase 4 of
the project but let modelling groups choose from three different ice sheet reconstructions: GLAC-
1D (Tarasov et al., 2012), ICE-6G-C (Peltier et al., 2015; Argus et al., 2014), or PMIP3 (Abe-Ouchi
et al., 2015). To see the impact of such a choice, we have implemented in this study the boundary
conditions (e.g. elevation, bathymetry, land-sea mask) associated with the first two options since
these reconstructions are the most recent.
- L.54: “boundary conditions and other experimental settings”
- L.204: “the choice of boundary conditions and of the sensitivity tests”
- L. 295: “using different boundary conditions and/or forcing or model parameter choices (in the
sensitivity tests)”
- L.286: “modelling choices”
- L. 299: “choice of forcings and model parameters”
- L.317: “relative impact of boundary conditions and other modelling choices (related to forcings or
model parameter choices)”
- L.323: “the modelling choices made in sensitivity tests”
- L. 394: “sensitivity tests”

-R1.16 : Section 4.3.: Given the high uncertainty, particularly in the reconstructions of summer sea
ice  cover,  I  think  it  would  be  useful  to  provide  some  estimate  of  uncertainty  for  the  sea  ice
seasonality from proxy data.



If we consider (as we first did) indicative error bars of 10% and 20% for the winter and summer
sea-ice extent respectively, we get a seasonality estimate of 22.7 × 106 km2 +/- 5.3 × 106 km2.
Considering higher indicative error bars of 15% and 30%, we get an estimate of 22.7 × 106 km2 +/-
8.0 × 106 km2, though this high uncertainty is mostly induced by the chosen error bar of 15% since
the winter sea-ice extent is much larger (yet more well-constrained) than the summer one. If it was a
strict estimate of the uncertainty, we would need to be more cautious with statements such as L.256-
257 (“This suggests that the enhanced seasonality of the LGM Southern Ocean sea ice (22.7 × 106

km2 according to our proxy reconstructions, compared to the modern seasonal range of 15.4 × 106

km2) is not entirely simulated by the model [...]”). However, as mentioned above, these estimates
are only meant to give the reader a sense of the magnitude of the error, which is why we propose the
following cautious addition:
First of all, the simulated seasonal amplitude of sea ice is too small with respect to the proxy data
estimates, which suggest a sea-ice seasonality of 22.7 × 106 km2 (+/- 8.0 × 106 km2 based on 15%
and 30% error bars on winter and summer sea-ice extent, respectively).

-R1.17  :  I  find  the  last  paragraph  of  section  4.3  and  specifically  the  attempt  to  reconcile  the
conflicting results between this study and Heuze et al.  (2013) hard to follow and it seems very
speculative. I don’t think this discussion is necessary either, so I suggest removing this paragraph.

Having reflected on the previous text of the paragraph, we indeed found it difficult to follow in
relation with the previous paragraphs. We therefore propose to modify it as follow, in the hope that
it will be much clearer:
Identifying the origin of a bias is always a challenge. It might be an especially hard task to identify
the  origin  of  biases  in  the  simulated sea-ice cover,  considering  the sheer  number  of  feedbacks
involved (Goosse et al., 2018). What can be noticed is that the simulated sea-ice seasonal cycle is
affected by some of our modelling choices (increased in ‘P4-I brines’, reduced in ‘P4-I wind’).
Alongside, the Southern Ocean convection is suppressed in the first sensitivity test, and enhanced in
the  second.  In  a  climatological  mean in  our  model  there  seems to  be  a  link  between  reduced
Southern Ocean convection and increased sea-ice seasonal cycle. In opposition to this observation,
Heuzé et al. (2013) have underlined the fact that CMIP5 models with a large sea-ice seasonality are
also the ones simulating open ocean convection over extensive areas at modern times, arguing that
strong  sea-ice  formation  could  precondition  the  ocean  for  open  ocean  deep  convection.  This
questions the relative importance of the different simulated mechanisms at play linking the ocean
convection and the sea-ice seasonal cycle, an aspect that is present in several studies (e.g. Marshall
and Speer, 2012, Behrens et al., 2016; Ma et al., 2020). 

-R1.18 : Based on the issues pointed out above, I’m not sure the last sentence of the conclusion can
be justified.  At the least,  "boundary conditions, such as the ice sheet reconstruction" should be
reduced to just "the ice sheet reconstruction".

We removed the term “boundary conditions” and added “for the variables analyzed in this study” to
be more accurate. Still, we would like to point out that thanks to our set of simulations, we tested
the impact  of different  types  of LGM boundary conditions:  ICE-5G, ICE-6G-C and GLAC-1D
differ in terms of elevation (mostly), but also albedo, land-sea mask and bathymetry, whereas it is
only the ocean boundary conditions which are different in the simulations ‘Warm P2’ and ‘New P2’.
As  mentioned  before,  we  are  concerned  that  the  term  “ice  sheet  reconstruction”  might  be
automatically associated with a change of atmosphere boundary conditions in the reader’s mind,
which is why we propose the following clarification:
For the variables analyzed in this  study, it  would therefore seem that the correct  simulation of
convection  processes  is  paramount,  and  far  more  important  than  the  choice  of  ice  sheet
reconstruction used to implement the orography and bathymetry.



We are not implying here that the convection processes simulated (or rather, parametrized) in ‘P4-I
brines’ are “correct”. This simulation is only useful to show that the intensity of the open ocean
convection which is simulated in the Southern Ocean by iLOVECLIM and the large majority of
models (also see Section 4.2) might be detrimental to a realistic representation of both the water
mass  distribution and the  sea-ice seasonality.  This  could  be  of  importance for  other  modelling
groups (especially those also working on EMICs) since targeting the representation of convection
processes in models may be more critical to improve the simulated glacial deep ocean circulation
than  spending  time  to  implement  the  boundary  conditions  associated  with  different  ice-sheet
reconstructions in order to account for the uncertainties in the reconstructions (as suggested by
Kageyama et al., 2017).
We also note that the simulation ‘New P2 brines’ (added on the second reviewer’s suggestion in Fig.
S5) yields a result similar to ‘P4-I brines’ (which is also the case of a simulation ‘P4-G brines’ not
shown here), which strengthens this conclusion on the secondary impact of the choice of boundary
conditions at the LGM (at least for the model resolution and variables examined in this study).
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Supplementary information

(a) PI, summer (JFM) (b) PI, winter (JAS)

(c) LGM Cold P2, summer (JFM) (d) LGM Cold P2, winter (JAS)

(e) LGM Warm P2, summer (JFM) (f) LGM Warm P2, winter (JAS)
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(g) LGM New P2, summer (JFM) (h) LGM New P2, winter (JAS)

(i) LGM P4-G, summer (JFM) (j) LGM P4-G, winter (JAS)

(k) LGM P4-I, summer (JFM) (l) LGM P4-I, winter (JAS)
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(m) LGM P4-I brines, summer (JFM) (n) LGM P4-I brines, winter (JAS)

(o) LGM P4-I wind, summer (JFM) (p) LGM P4-I wind, winter (JAS)

(q) LGM P4-I hosing, summer (JFM) (r) LGM P4-I hosing, winter (JAS)

Figure S1 – Austral summer (JFM) and winter (JAS) SST anomalies relative to proxy data from the regridded product of
MARGO Project Members (2009) (or World Ocean Atlas (1998) for the PI simulation).
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(a) PI, summer (JFM) (b) PI, winter (JAS)

(c) LGM Cold P2, summer (JFM) (d) LGM Cold P2, winter (JAS)

(e) LGM Warm P2, summer (JFM) (f) LGM Warm P2, winter (JAS)
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(g) LGM New P2, summer (JFM) (h) LGM New P2, winter (JAS)

(i) LGM P4-G, summer (JFM) (j) LGM P4-G, winter (JAS)

(k) LGM P4-I, summer (JFM) (l) LGM P4-I, winter (JAS)
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(m) LGM P4-I brines, summer (JFM) (n) LGM P4-I brines, winter (JAS)

(o) LGM P4-I wind, summer (JFM) (p) LGM P4-I wind, winter (JAS)

(q) LGM P4-I hosing, summer (JFM) (r) LGM P4-I hosing, winter (JAS)

Figure S2 – Austral summer (JFM) and winter (JAS) sea-surface temperatures of the Southern Hemisphere in a model
versus data diagram, for all simulations. The simulated SSTs are plotted against the SST data from the regridded product
(MARGO Project Members (2009) or World Ocean Atlas (1998)) thanks to the aggregation of the coordinates on the nearest
ocean grid cell. The 1 :1 line features a perfect model-data agreement (black dashed line), while the grey dotted lines features
a 5◦C departure from it. The marker style indicates the ocean basin of each core. The marker color shows the latitude of the
core, except it is white where the model simulates sea ice in the Southern Ocean. The uncertainties associated with the SST
data are plotted by the grey horizontal bars.
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(a) Austral summer (JFM) (b) Austral winter (JAS)

Figure S3 – Relationship between the mean SST (averaged up to 36◦S) and the sea-ice extent in the Southern Ocean. he
LGM sea-ice extent estimated using the proxy data compilation is represented by the red (summer) and the blue (winter)
dashed lines (with an indicative error bar of 30% and 15% respectively).
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(a) LGM Cold P2, summer (JFM) (b) LGM Cold P2, winter (JAS)

(c) LGM Warm P2, summer (JFM) (d) LGM Warm P2, winter (JAS)

(e) LGM New P2, summer (JFM) (f) LGM New P2, winter (JAS)
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(g) LGM P4-G, summer (JFM) (h) LGM P4-G, winter (JAS)

(i) LGM P4-I, summer (JFM) (j) LGM P4-I, winter (JAS)

(k) LGM P4-I brines, summer (JFM) (l) LGM P4-I brines, winter (JAS)
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(m) LGM P4-I wind, summer (JFM) (n) LGM P4-I wind, winter (JAS)

(o) LGM P4-I hosing, summer (JFM) (p) LGM P4-I hosing, winter (JAS)

Figure S4 – Austral summer (JFM) and winter (JAS) sea-ice edges (at 15% of sea-ice concentration) in the Southern Ocean.
The sea-ice presence suggested by marine cores data is represented as an arbitrary index on a blue to white scale, where blue
denotes no indication of sea ice in proxies, and white denotes agreement of several proxies on the presence of sea ice. The red
lines mark the likely delimitation of the sea-ice presence according to the proxy data (compilation of data from Gersonde et
al. (2005), Allen et al. (2011), Ferry et al. (2015), Benz et al. (2016), Xiao et al. (2016), Nair et al. (2019), and Ghadi et al.
(2020)). We used a solid red line for the winter months but a dashed line for the summer months as the summer contour is
not well-constrained (see Sect. 2.4).
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(a) PI (b) PI brines

(c) LGM New P2 (d) LGM New P2 brines

(e) LGM P4-I (f) LGM P4-I brines frac=0.8

(g) LGM P4-I brines frac=0.4 (h) LGM P4-I brines frac=0.6

Figure S5 – Streamfunctions (Sv) in the Atlantic (North of 32◦S) and Southern Ocean basins (South of 32◦S). The black
vertical line represents the limit between these two basins, chosen at 32◦S. This figure shows similar plots as in Figure 7. The
streamfunctions of additional simulations using the parameterization of the sinking of brines are displayed to show the effect of
the chosen boundary conditions (those of ‘PI’, ‘New P2’, or ‘P4-I’) and of the parameter choice (fraction at 0.4, 0.6 or 0.8) on
the streamfunction. For more information, note that the parameter choice and the brine parameterization in general has been
discussed in the reviews of Bouttes et al. (2010), which can be found at : https ://cp.copernicus.org/articles/6/575/2010/cp-
6-575-2010-discussion.html.
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(a) WOA09 data, Atlantic temperature (b) WOA09 data, Atlantic salinity

(c) PI, Atlantic temperature (d) PI, Atlantic salinity

(e) PI brines, Atlantic temperature (f) PI brines, Atlantic salinity

Figure S6 – Zonal average of the temperature (a, c, e) and salinity (b, d, f) distribution in the Atlantic ocean. The temperature
and salinity distribution simulated at the PI with (e, f) or without (c, d) the parameterization of the sinking of brines is
compared to data from the World Ocean Atlas 2009 (Locarnini et al., 2010 ; Antonov et al. 2010).
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Figure S7 – Relationships between the mean SST in the Southern Ocean (averaged up to 36◦S) and the Southern Ocean (a,
b), bottom (c, d) or NADW (e, f) overturning cell maximum for all simulations. The y-axis is inverted for the two anticlockwise
cells (a, b, c, d).
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