5

S1: Target data and their suitability

Target: 315N 5%0Ar/4 8" Nexcess

max  min max min max min
Data uncertainty 1o
[permeg]™*: 4.0 3.0 9.0 4.0 9.8 5.0
Signal uncertainty 1o
[permeq]: 5.7 4.2 12.7 5.7 13.9 7.1
SNR>1
hf-signals [%]: 70.0 780 35.7 74.2 16.5 52.3

Table S1: Reported data uncertainty (*Kobashi et al., 2008b), calculated signal uncertainties (see section 2.2.: Target
data and their suitability) and percentage of high frequency signals with SNR > 1.
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S1: Signal-to-noise analysis of the used target data (data from Kobashi et al., 2008b). (a-c): Detrended
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(cop =500 yr) 8°N, 5°Ar/4 and 8°Nexcess high-frequency data. Triangles indicate local maxima (red) and local minima
(blue) used to calculate the high-frequency signals. (d-f): 8'°N, 8°Ar/4 and 8'°Nexcess high-frequency signals (grey line)
calculated from the differences of local minima and maxima of the detrended high-frequency data and minimum (red
dotted line) and maximum (blue dotted line) signal uncertainties (see text). The red and blue numbers indicate the
fraction of signals with amplitudes higher than the related uncertainties. (g-i): 8:°N, 8*°Ar/4 and 8*°Nexcess low-frequency
data (cop = 500 yr) and zoom-in for the last 9 kyr together with the maximum (blue) and minimum (red) measurement
uncertainty (Kobashi et al., 2008) divided by 5.3 (= (500 yr/17.8 yr)™0.5).

S2: Model Spin-Up

To avoid the influence of possible memory effects (influence of earlier firn-state conditions on later firn-states) on
the model output of the reconstruction window, a temperature and accumulation-rate spin-up is needed in order to
bring the firn-model to a well-defined starting condition. For constructing the surface temperature spin-up we use
the temperature reconstruction for the GISP2 site from Buizert et al. (2014) for the interval 10.05 kyr to 20 kyr
b2k. The reconstruction is based on §*%0jc-calibration and on §*°N-fitting using a dynamical firn-densification-
model. We further extend the temperature spin-up to 35 kyr b2k by calibrating the GISP2 §'80ic. data (Grootes et
al., 1993; Grootes and Stuiver, 1997; Meese et al., 1994; Steig et al., 1994; Stuiver et al., 1995; data availability:
Grootes and Stuiver, 1999) using the slopes and intercepts for the linear calibration given in Cuffey and Clow
(1997). For the reconstruction window corresponding to the Holocene (0.02 kyr to 11.50 kyr b2k), we simply start
with constant temperature using the last value of the spin-up section (10.05 kyr b2k, fig. S2, black line). Since we
use three accumulation-rate scenarios (50 km, 100 km, 200 km) and a different firn-model as Buizert et al. (2014),
it was necessary to adjust the model spin-up temperature in order match the decreasing flank at the oldest part
(9.5 kyr to 12.168 kyr b2Kk) of the gas-isotope data. The adjustment was done for all three used accumulation-rate
scenarios separately. The constant offset of about 0.05 permil (or 4 K for the temperatures) between the modelled
8N using the unadjusted prior temperature and the adjusted temperatures potentially originates from two sources.
First, from the fact that the firn-model of Schwander et al. (1997) does not incorporate a convective zone and
thereof a larger firn column is modelled. To model the gravitational component of the isotope fractionation, a
higher absolute temperature is needed, accelerating densification and leading to a reduced firn column. Second,
the Schwander et al. (1997) firn-model does not model basal heat-flow, which leads to a certain enrichment of the
modelled isotopes compared to models which incorporate that quantity. The adjustment is described in the example
of 5'°N data in the following. The temperature spin-up was divided in different sections indicated by the time
markers A, B, C and D (fig. S2a). The sections [start to A], [B to C], and [D to end] were shifted with certain
offsets to provide the best possible fit with the decreasing flank in the oldest part of the gas-isotope data. In-
between A and B, and C and D the missing values were linearly interpolated. To find the three optimum offset
parameter, Nelder-Mead simplex minimisation was used (Lagarias et al., 1998). Figure 2c shows the modelled
5'°N values before (black) and after the adjustment (for different accumulation-rate scenarios: blue: 50 km, red:
100 km, yellow: 200 km) together with the measured §'°N data (grey). Figures 2d,e illustrates the differences
between the model-outputs using the same spin-up adjustment (i.e. for 100 km acc-scenario) for all three
accumulation-rate scenarios (d) and the outputs, where we conducted an individual adjustment for each scenario
(e). Using the same spin-up for all three accumulation-rate scenarios leads to small but significant divergences

between the model-outputs lasting for about 2 kyr (d vs. e).
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Figure S2: (a): Adjustment scheme of the prior inputs for different accumulation-rate scenarios (see text), the time of
A-D are as follows: A =10050 yr b2k, B = 11350 yr b2k, C = 11630 yr b2k, D = 11750 yr b2k; “int” refers to the regions
of linear interpolation between the respective times after adjustment; the temperature offsets for the three parts of the
time-series were found using Nelder-Mead Simplex minimisation (Lagarias et al., 1998). (b): Initial spin-up temperature
(black line) with glacial section from Buizert et al. (2014) and Cuffey and Clow (1997), and adjusted input temperatures
for different accumulation-rate scenarios (50 km: blue, 100 km: red, 200 km: yellow). (c): Raw (grey) and splined
(purple) 85N measurement data (Kobashi et al., 2008), and modelled 8'°N time-series using the initial spin-up (black),
or the adjusted spin-up temperature inputs together with the respective accumulation-rates (50 km: blue, 100 km: red,
200 km: yellow). (d): Minimization window for the calibration: modelled 3'°N time-series using the 100 km calibration
for all accumulation-rate scenarios showing that only the red curve (100 km) matches the introductory flank (11.8 kyr
to 12.2 kyr) in the middle of variance of the measurement data sufficiently whereas the blue (50 km) and yellow (200
km) curve show divergences lasting for about 2 kyr (10 kyr to 12 kyr b2k). (e): Minimization window for the
adjustment: modelled 8'°N time-series using the adjusted spin-up temperature input scenarios showing good agreement
between the respective 8'°N scenarios.
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S3: Modelling results for the different gas-isotope targets
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Figure S3: Upper four plots: Modelled gasage-iceage-differences (Aage) for all isotope species (top left: '°N; top right:
3°Ar; bottom left: 3'°Nexcess; bottom right: hybrid) and the hybrid solution compared to the Aage for GISP2 from
GICCO05 (dashed black line). Notice the large spread for 8" Nexcess-fitting of about 20 yr to 30 yr.

Bottom four plots: Modelled lock-in-depth (L1D) as a measure for the firn column height for all isotope species (top left:
8'5N; top right: 5°Ar; bottom left: 8'%Nexcess; bottom right: hybrid) and the hybrid solution. Notice the large spread for
8% Nexcess-fitting of about 10 m.
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Figure S4: Reproducibility of temperature solutions between 10 runs using Goujon model and 8%°Nexcess target.
(Reproducibility is more than 2.7 times better as for the Schwander model)
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target quantity 50 km 100 km 200 km information
515N mean(2Gmiss) 436+040 3.71+£0.38 4.09+0.19 fit
(best fit) (3.64) (3.27) (3.82)
[permeg]
2Gmissmatch 3.83 3.19 3.65 fit
mean solution
[permeg]
mean(2Grep) 209+164 216+139 1.68+1.14 rep
[permeg]
T(5*°N) mean(2Grep) 021+0.17 022+0.13 0.17+0.12 rep
[K]
5%0Ar/4 mean(2Gmiss) 3.80 £ 0.24 fit
(best fit) (3.44)
[permeg]
2Gmiss fit
mean solution 2.79
[permeg]
mean(2Grep) 258+ 1.77 rep
[permeg]
T(5*°Ar) mean(2Grep) 0.26 £0.18 rep
[K]
5% °Nexcess mean(2Gmiss) 2.93+0.49 fit
(best fit) (2.13)
[permeg]
2Gmiss fit
mean solution 5.43*
[permeg]
mean(2Grep) 1.28+2.14 rep
[permeg]
T(8%Nexcess) | mean(26rep) [K] 2.04£1.90* rep
Hybrid 2Gmissmatch(01°N) 28.50 fit
(8N If, 2Gmissmatch(S*CATr) 27.73
8" Nexcess f) | 20missmatch(8™°Nexcess) 7.57
[permeg]

Table S2: Goodness of the fits (fit) and reproducibility (rep) using the firn-model from Schwander et al. (1997): For all
gas-isotope targets 10 runs were conducted for the 200 km accumulation-rate scenario. Additionally, 10 runs were
conducted for each accumulation-rate scenario for $'°N as target. mean(2cmissmatch) is the mean of the doubled standard
deviation of the differences between modelled and measured data for all runs plus minus the 26 deviation between the
runs. mean(26missmatch) is 2 measure for the mean misfit between the modelled and the target data. mean(26solution) iS the
mean of the doubled standard deviations per age point over the 10 runs and a measure for the spread of the temperature

solutions.
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S4: Boundary effect

While running the gas-isotope fitting algorithm several times on the same target, we notice a boundary effect for
the last 500 yr to 1 kyr to today when using the Schwander et al. as well as the Goujon et al. firn-model. Here
different temperature solutions emerge while the rest of time-series is highly reproducible (fig. S5c,d and sect.
3.1.1). Figure S5 shows that issue for §'°N-fitting using the Goujon et al. firn-model. Fitting of §'°N leads to
solutions with increasing (fig. S5a: red lines), decreasing (fig. S5a: blue lines) or even flat (fig. S5a: green lines)
millennial temperature trends in this time-window, but fitting the isotopes to the same precision (fig. S5b,c). The
reason for that is a cancellation between opposite trends of the thermal diffusion (fig. S5e) and the gravitational
fractionation components (fig. S5f) of the modelled 8'°N signals for those low magnitude signals (about
20 permeg). For example, a long-term cooling trend will increase the diffusive firn column (and so the LID) due
to decelerated densification of the firn, leading to an increase of the gravitational component of 3°N (fig. S5f,h:
blue lines). On the same time the cooling leads to a decrease of the temperature gradient (ATrim) over the firn
column (fig. S5g) which follows in first order the surface temperature trend. The decrease in ATsim leads to a
decrease of the thermal diffusion component (fig. S5e). The same happens for the warming temperature trends but
with opposite direction for LID(t) and ATiinm(t). Only in the last 500 yr and due to the lack of data availability we
experienced this boundary effect. This effect can be understood by the influence of data on the past values. The
fitting algorithm works from past into future direction. If a “wrong” temperature trend would be created, leading
to the same 5'°N signal as for the “right” temperature trend, there will be a certain point in time in future direction
where the modelled isotope signals will drift away from the measured isotope targets leaving the range of the
cancellation. Unfortunately, at the boundary of the gas-isotope record, there is no further data available to stabilize
the temperature solutions. Using this explanation for testing the reproducibility (sect. 3.1.1), we extended the
measurement data for 1 kyr into the future by adding constant isotope values calculated from the mean of the
isotope data over the recent 1 kyr. This extension leads to stable temperature solution even for the last 1 kyr and
forces the algorithm to produce the flat temperature solution in this time-window. Unfortunately, it cannot be
determined in that way which temperature trend for the last 1 kyr is the most realistic case by fitting the isotope
data as single targets. To overcome this problem, an additional constraint is needed. For that issue we use an
analogue to Kobashi et al. (2017) (see supplement fig. S4 there), namely using the measured borehole temperature
profile for the GISP2 site (Alley and Koci, 1990; Clow et al., 1996). The firn-model from Goujon et al. (2003)
provides the possibility to model the temperature profile through the ice-sheet. As the measurement target data
(8'°N) starts from 255 yr b2k (GICCO5 ice ages) which refers to 70 yr b2k (gas ages, modelled from T(5'°N)) we
had to extend the temperature from 70 yr b2k to 7 yr b2k, the time when the temperature profile was measured.
For this extension we use Greenland Summit temperatures from Kobashi et al. (2017), estimated from correlating
coastal and Summit instrumental air temperatures. Figure S5i shows the modelled temperature profile for all 10
temperature scenarios at the boundary of the gas-isotope record. To correctly model the measured temperature
profile, we had to shift each of the 10 temperature estimates by a constant offset of -1 K for the entire Holocene
(70 yr b2k to 11.65 kyr b2k), changing the absolute temperature but not the anomalies. The reason for this necessity
remains unknown yet. It is clearly visible that only those scenarios with a cooling trend (blue lines) lead to an
acceptable shape when compared to the measured borehole profile. Additionally, it is possible to use 6*°Ar data as
second constraint (fig. S5j). Comparing the measured and modelled §*°Ar data also favours the temperature
estimates showing the cooling trend, because these solutions are leading to modelled 6*°Ar with the smallest

mismatch to the measured data.
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Figure S5: (a): Deviation of reconstructed temperatures on the boundary of the gas-isotope record between 10 runs of
the fitting algorithm. (b): Measured 8'°N record (dots) with minimal 16 uncertainty (grey area) and 3'°N-fits modelled
using the temperatures from (a). (c) Standard deviation (spread) between the 10 temperatures from (a) showing a
decreasing reproducibility on the boundary for the last 0.5-1.0 kyr to today. (d): Standard deviation (spread) between
the 10 8°N-fits does not show decreasing reproducibility on the boundary for the last 500 yr to 1 kyr to today. (e):
Thermal fractionation component of 3'°N modelled using the reconstructed temperatures of (a). (f) Component of $'°N
due to gravitational settling modelled using the reconstructed temperatures of (a). (g) Firn temperature gradient
modelled using the reconstructed temperatures of (a). (h) Lock-in-depth modelled using the reconstructed temperatures
of (a). (i) Temperature profile through the ice-sheet modelled using the reconstructed temperatures of (a). (j): Measured
8%Ar/4 record (dots) with minimal 1o uncertainty (grey area) and 5*°Ar/4 modelled using the temperatures from (a).
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S5: Temperature estimates when fitting different gas isotope targets
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Figure S6: Comparison between temperature anomalies (a), LID (b) and ATfim (C) reconstructed from 8N (blue) and
8%Ar (purple) using the model from Schwander et al. (1997). Black curves in the subplots show the differences between
the 8*5N- and 8“°Ar-fits for the given quantities. In subplot (c) the modelled data is shown together with measured data
(meas, dotted line) from Kobashi et al. (2008) with minimal and maximal 16 uncertainty calculated from uncertainties
given in tab. 1 with eq. (4).
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Figure S7: Comparison between temperature anomalies (a), LID (b) and ATfirm (C) reconstructed from >N (blue) and
8% Nexcess (red) using the model from Schwander et al. (1997). In subplot (c) the modelled data is shown together with
measured data (meas, dotted line) from Kobashi et al. (2008b) with minimal and maximal 16 uncertainty calculated
from uncertainties given in tab.1 with eq. (4).
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S6: Correlation analysis of the temperature estimates when fitting different gas isotope targets

A comparison of the reconstructions is conducted by calculating the Pearson’s correlation coefficients between the

estimates after low-pass filtering (cop = 50 yr, tab. S3) and band-pass filtering in three periodic-time bands: multi-
millennial (1000 yr-4000 yr, tab.S4), multi-centennial (band: 200 yr-1000 yr, tab.S5), and multi-decadal (band:
50 yr-200 yr, tab.S6). As the slightly different Aage regimes can alter the correlation for the multi-decadal band,

we conducted sample-cross-correlation (xcf, Box et al., 1994) to find the time-lag between the estimates with

maximum correlation. The correlations were calculated in the time-window 0.5-11.5 kyr b2k to account for the

boundary effect (sect. S4). Statistical significance (p-value) was calculated using the approach of Ebisuzaki (1997).

T(8"N) T(6%Ar) T(hyb) T(85"Nexcess) T(85"Nexcess) T(56*N) T(6%Ar) T(hyb) T(85"Nexcess)
S-Model S-Model S-Model S-Model-bf S-Model-m G-Model G-Model G-Model G-Model
T(8"N) 0.96 0.83 -0.16 0.13 0.99 0.95 0.79 0.31
S-Model (0.25) (0.31) (0.13)
T(56%Ar) 0.96 0.74 -0.19 0.05 0.95 0.98 0.70 0.26
S-Model (0.22) (0.42) (0.21)
T(hybrid) 0.83 0.74 -0.16 0.12 0.81 0.71 0.98 0.57
S-Model (0.23) (0.34)
T (5% Nexcess) -0.16 -0.19 -0.16 0.88 -0.12 -0.16 -0.21 0.19
S-Model-bf (0.25) (0.22) (0.23) (0.29) (0.25) (0.16) (0.18)
T (5% Nexcess) 0.13 0.05 0.12 0.88 0.16 0.08 0.06 0.30
S-Model-m (0.31) (0.42) (0.34) (0.26) (0.39) (0.41) (0.08)
T(8"N) 0.99 0.95 0.81 -0.12 0.16 0.95 0.78 0.36
G-Model (0.29) (0.26) (0.05)
T(56%Ar) 0.95 0.98 0.71 -0.16 0.08 0.95 0.67 0.27
G-Model (0.25) (0.39) (0.17)
T(hybrid) 0.79 0.70 0.98 -0.21 0.06 0.78 0.67 0.53
G-Model (0.16) (0.41)
T (5% Nexcess) 0.31 0.26 0.57 0.19 0.30 0.36 0.27 0.53
G-Model (0.13) (0.21) (0.18) (0.08) (0.05) (0.17)
Table S3: correlation coefficient r, statistical significance (p): low-pass cop = 50 yr, if not otherwise stated, p < 0.01.
TGEBN) | TGAr) | T(hybrid) | T(8®Nexces) | T(6®Newes) | TEEN) | TGAr) | T(hybrid) | T(6®Nexcess)
S-Model S-Model S-Model S-Model-bf S-Model-m G-Model G-Model G-Model G-Model
T(5'°N) 0.94 0.75 0.61 0.68 0.97 0.85 0.64 0.66
S-Model
T(5*°Ar) 0.94 0.70 0.48 0.54 0.91 0.90 0.64 0.54
S-Model
T(hybrid) 0.75 0.70 0.86 0.89 0.74 0.60 0.97 0.89
S-Model
T(8" Nexcess) 0.61 0.48 0.86 0.96 0.67 0.46 0.78 0.98
S-Model-bf
T(8* Nexcess) 0.68 0.54 0.89 0.96 0.70 0.51 0.81 0.98
S-Model-m
T(5'°N) 0.97 0.91 0.74 0.66 0.70 0.88 0.64 0.69
G-Model
T(5*°Ar) 0.85 0.90 0.60 0.46 0.51 0.88 0.52 0.51
G-Model
T(hybrid) 0.64 0.64 0.97 0.78 0.81 0.64 0.52 0.82
G-Model
T(8* Nexcess) 0.66 0.54 0.89 0.98 0.98 0.69 0.51 0.82
G-Model

Table S4: correlation coefficient r, statistical significance (p): band-pass: 1000-4000yr (multi-millennial, detrended), if
not otherwise stated, p < 0.01.
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T(5'°N) T(5*°Ar) T(hybrid) | T(8%Nexcess) | T(8*°Nexcess) T(5'°N) T(5*°Ar) T(hyb) T(5" Nexcess)
S-Model S-Model S-Model S-Model-bf S-Model-m G-Model G-Model G-Model G-Model
T(5'°N) 0.87 0.59 0.54 0.56 0.96 0.87 0.51 0.59
S-Model
T(5*Ar) 0.87 0.18 0.20 0.19 0.82 0.94 0.17 0.19
S-Model (0.05) (0.03) (0.05) (0.07) (0.05)
T(hybrid) 0.59 0.18 0.73 0.85 0.63 0.24 0.95 0.96
S-Model (0.05) (0.02)
T(8* Nexcess) 0.54 0.20 0.73 0.97 0.58 0.27 0.54 0.87
S-Model-bf (0.03)
T(8* Nexcess) 0.56 0.19 0.85 0.97 0.60 0.26 0.70 0.95
S-Model-m (0.05) (0.01)
T(5'°N) 0.96 0.82 0.63 0.58 0.60 0.88 0.57 0.63
G-Model
T(5*Ar) 0.87 0.94 0.24 0.27 0.26 0.88 0.23 0.25
G-Model (0.02) (0.01) (0.02) (0.01)
T(hybrid) 0.51 0.17 0.95 0.54 0.70 0.57 0.23 0.84
G-Model (0.07) (0.02)
T(8* Nexcess) 0.59 0.19 0.96 0.87 0.95 0.63 0.25 0.84
G-Model (0.05) (0.01)

Table S5: correlation coefficient r, statistical significance (p): band-pass: 200-1000yr (multi-centennial), if not otherwise
stated, p < 0.01.

xly T(3"°N) TGPAr) | T(hybid) | T(6®Nexces) | T(6"Nexes) | T(3°N) TGPAr) | T(hybrid) | T(8®Nexcess)
S-Model S-Model S-Model S-Model-bf S-Model-m G-Model G-Model G-Model G-Model
T(3*°N) 0.67! 0.33! 0.06 0.13 0.95! 0.67! 0.33| 0.29!
S-Model 0.17)! (0.01)! 0.97
0.69 0.13 0.18 [-3] 0.69 0.31
[-4] [-39] [-19] [-4] [-6]
T(8%Ar) 0.67! -0.43| 0.25 0.10 0.69! 0.99| -0.43! 0.12
S-Model (0.07); (0.02);
0.69 -0.44 -0.41 -0.36 -0.38
[-4] [-3] [-42] [-29] [-18]
T(hybrid) 0.33; -0.43, -0.23 -0.12 0.31; -0.43, 0.96; 0.63;
S-Model (0.05)! 0.98 [3]
-0.44 0.71 0.69 -0.45 0.84
[-3] [-39] [-25] [2] [-11]
T(3* Nexcess) 0.06 0.25! -0.23! 0.69! 0.08 0.27! -0.34 0.06
S-Model-bf (0.17),; (0.10);
0.13 -0.41 0.71 0.95 0.12 -0.41 0.74 0.79
[-39] [-42] [-39] [11] [36] [42] [43] [24]
T(8* Nexcess) 0.13 0.10 -0.12 0.69; 0.15} 0.11 -0.05 0.59
S-Model-m (0.01); (0.07),; (0.05),; 0.18 [13] (0.05); (0.25);
0.18 -0.36 0.69 0.95 -0.37 0.72 0.81
[-19] [-29] [-25] [11] [29] [29] [12]
T(3*°N) 0.95! 0.69! 0.31! 0.08 0.15! 0.70| 0.30] 0.31
G-Model (0.10);
0.97 0.12 0.18
[-3] [36] [13]
T(8%Ar) 0.67! 0.99| -0.43| 0.27! 0.11 0.70! -0.45! -0.12
G-Model (0.05); (0.03);
0.69 -0.45 [2] -0.41 -0.37 -0.40
[-4] [42] [29] [-18]
T(hybrid) 0.33; -0.43, 0.96; -0.34; -0.05 0.30; -0.45; -0.47,
G-Model (0.25);
0.98 [3] 0.74 0.72 0.83
[43] [29] [-15]
T(3* Nexcess) 0.29! 0.12 0.63! 0.06! 0.59! 0.31 -0.12 -0.47!
G-Model (0.02); 0.79 (0.03);
0.31 -0.38 0.84 [24] 0.81 -0.40 0.83
[-6] [-18] [-11] [12] [-18] [-15]

Table S6: correlation coefficient r, statistical significance (p) | maximum correlation coefficient for cross-correlation
xcf(x/y) on respective [lag], unit of [lag] is yr. band-pass: 50-200yr (multi-decadal), if not otherwise stated, p < 0.01.
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S7: Correlations of the temperature estimates for the different gas isotope targets versus Kobashi et al. 2017
(Tx) and Buizert et al. 2018 (Ts)

Kobashi et al. 2017 (Tk)*

Buizert et al. 2018 (Tg)**

low-pass | band-pass | band-pass band- low-pass | band-pass | band-pass band-pass
cop [yr] [yr] pass cop [yr] [yr] [yr]
[yr] 50-200 200-1000 [yr] [yr] 50-200 200-1000 1000-4000
50 (multi- (multi- 1000-4000 50 (multi- (multi- (multi-
decadal) | centennial) (multi- decadal) | centennial) millenial)
millenial)
T(6%°N) 0.81 0.21 0.61 0.50 0.95 0.22 0.61 0.67
S-Model 0.30
0.26 [17]
[12]
T(6%Ar) 0.72 -0.25) 0.25 0.46 0.92 0.24 | 0.54 0.63
S-Model (0.01) 0.26
-0.37 [10]
[12]
T(hybrid) 0.87 0.67| 0.90 0.78 0.79 -0.01 0.39 0.50
S-Model (0.44), (0.01)
0.81
[9]
T (6% Nexcess) 0.02 -0.06 0.79 0.78 -0.22 -0.05 0.38 0.35
S-Model-bf (0.47) (0.20), (0.31) (0.25)] (0.07)
0.67
[-30]
T (5% Nexcess) 0.30 0.42, 0.87 0.76 0.15 0.06 0.38 0.48
S-Model-m (0.08) (0.38) (0.19),
0.68
[-16]
T(6%°N) 0.82 0.24 0.66 0.51 0.93 0.26; 0.63 0.57
G-Model
0.27 0.29
[9] [11]

T(8%°Ar) 0.70 -0.25 0.30 0.36 0.90 0.24 0.61 0.45
G-Model (0.06) 0.26 (0.04)
-0.37 [10]

[12]
T(hybrid) 0.83 0.55 0.80 0.79 0.75 -0.02 0.35 0.42
G-Model (0.42), (0.06)
0.82
[13]
T (5% Nexcess) 0.59 0.73| 0.92 0.78 0.31 0.06 0.40 0.45
G-Model (0.02) (0.18),] (0.02)
0.74
[-3]
Tk 0.82** 0.05** 0.48** 0.52**
(0.25)] (0.03)
Te 0.82** 0.05** 0.48** 0.52**
(0.25)] (0.03)

Table S7: Correlation coefficient r, statistical significance (p) | maximum correlation coefficient for cross-correlation
xcf(x/y) on respective [lag], if not otherwise stated: p < 0.01. *The correlations between the Kobashi et al. (2017) and
our data were calculated in the time-window 0.5-11.5 kyr b2k. **The correlations between the Buizert et al. (2018) and
our data as well as between the Kobashi et al. (2017) and the Buizert et al. (2018) data were calculated in time-window
4.0-11.5 kyr b2k.
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Figure S8: Comparison of the reconstructed temperatures anomalies (rel. to last 1 kyr) of Buizert et al. (2018) (red lines)
and Kobashi et al. (2017) (black lines) for the last 4 kyr. Thick lines show data smooth with 100 yr cut-off, dotted line
with 500 yr cut-off, thin lines are 20 yr resolution.
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