We thank both reviewers for thoughtful/constructive responses and have significantly revised our submission.
Response to review/comments by John Andrews

But for many readers the important point that

this paper make is in section 4.4 “Brief comparison to past geological inferences”

is indeed brief a mere 8 lines but this statement outlines the other important, indeed

critical, verification of the modelled ice sheets and their expansion and retraction, that

is the aerial extent of the ice sheets, a necessary but not sufficient parameter in the
calculations of ice volume an global sea level. It is a call for action to the glacial geological
community, however, the problems have not changed significantly since the Clark

et al 1993 paper—that is the ability to provide a date on buried stratigraphic units,
primarily tills, that are older than the 50,000 radiocarbon dating limit—this problem
remains.

Yup, very brief. The intent, as noted, is to prompt the glacial geology community with

some model-based chronologies. Some of the reviewer’s comments have been partly addressed
in the revised text but we also explicitly refer the reader to this review for the valuable
discussion and to ensure appropriate academic credit.

so it is difficult to
see why the growth and decay should be more symmetrical.

Whether the saw-tooth paradigm is appropriate for shorter stadial/interstadial

transitions is unclear to us. Yes a large LGM NA ice complex with extensive warm

based regions should have fast and strong deglacial intervals, but whether this

is necessary for MIS5d is unclear. The model used in this study, does lack shallow-shelf
approximation ice physics (now addressed in ongoing work), so grounding line retreat

is poorly represented as are ice streams. This could lead to underestimation of retreat rates.
The revised submission gives more guidance on model

uncertainties and how they should be taken into account by readers.

Some figures are too small.

Addressed to some extent. We leave it the Copernicus technical staff for possible further options/suggestions
(aside from increasing magnification in PDF reader...)

Response to review by Andre Ganopolski
1. Phase space of last glacial inception

The meaning of the term “phase space of last glacial inception” which
authors put in the title and mentioned several times in the text, is
unclear to me. Since “phase space’ is space, their dimensions (axis)
should be properly defined. For example, for mechanical systems, phase
space is defined by coordinates and momentum. For the climate system,
Fig 3b in Ganopolski et al. (2016) gives an example of another phase
space. Here the position of glacial inceptions (bifurcation point) is
shown in the insolation—CO?2 phase space. The authors should either
clearly define what they understand under “phase space” in their
manuscript or abandon this term. A similar situation is with the term
“bifurcation” which authors used several times (p. 16 and 22) but the
meaning of this term remains unclear.

Fair enough for some sloppy useage. We clearly aren't using the
standard physics definition for phase space. It has been replaced with



“trajectory space” including a corresponding change in the submission title.
Bifurcation has been used in the popular sense of division into disjoint branches
with respect to some characteristic (and not in the technical sense of dynamical
systems theory). Given that such useage is fairly common, we’ve retained this word.

2. Introduction

The authors devoted less than one page for discussing previous
modelling works related to the last glacial inception. Apart from

several own papers, they only cited my publications (Calov et

al. (2005); Calov et al. (2009 ) and Ganopolski et al. (2010)) and

the only information Bahadory et al. provide about our works is the
spatial resolution of the CLIMBER-2 model: “The model used in that
study employed very low resolution (51longitude by 10 latitude for
atmosphere and approximately 100 km for the ice sheet model)” (page 2,
line 47).

For the record, the claim is incorrect. Our original submission also stated
"the one coupled ice/climate modelling study that adequately

captured both the growth and retreat phases of LGI required the use of
an imposed (albeit plausible) aeolian dust deposition forcing and
temperature bias correction (Ganopolski et al., 2010)"

"On other hand, it should be noted that the relative quality of
modelled LGM ice extent in Ganopolski et al. (2010) attests the
potential value of using fast EMICS like CLIMBER"

Amazingly, just 20 lines below (page 3, line 66) the authors

again describe the spatial resolution of CLIMBER-2: “A further
limitation in this latter study is that the CLIMBER EMIC employed uses
a 2.5D statistical-dynamical atmospheric model with very limited
longitudinal resolution (51.40) and a 3 basin 2D ocean model”.

Do the authors realize that they describe the resolution of the same
model twice?

Oops, sorry about that. Now fixed.

In any case, I believe that the manuscript by Bahadory et

al. will benefit a lot if, apart from the resolution of CLIMBER-2, the
authors will discuss also other relevant publications. Already in
Calov et al. (2005), we cited in the introduction more than 25
modeling papers and since then the number of relevant publications
increased significantly.

We agree that the submission would benefit from more review of past
work, and we now do so. However, we

also note that most of the "25 modeling papers" cited in Calov et

al. (2005) used what we judge to be poor model/experimental
configuration/designs and obtained poor results in large discord with
paleo proxy constraints (such as the majority of LGI ice across Northern
Russia/Siberia). Some also just used flow-line models and/or

otherwise lacked 2D geographic resolution. For these cases, we see no
point in referencing weak papers. So most (or all) of the added references
are studies using CLIMBER (cf latex diff below..).



3. Temperature biases and realistic simulations of ice sheets extent

The authors stress in the manuscript that they do not use any climate
bias corrections and 1 fully agree that bias correction represents a
trade-off between internal consistency and the realism of past climate
simulations. All climate models have biases and for simulations of
quasi-linear response of the system (like CO?2 increase), climate

biases are likely not very important. However, for simulation of

glacial inception, which is a fundamentally nonlinear process,
temperature biases can be much more important because their magnitude
can be comparable with the climate response to orbital forcing. In

their previous paper (Bahadory and Tarasov, 2018), the authors wrote a
lot about temperature biases but provided no information about spatial
patterns and magnitude of temperature biases. Table 3 only indicates
that average temperature over the box covering most of Canada is close
to reality. The real problem is, however, not average but strong (5 to
100C depending on the season) zonal temperature gradient over northern
North America related to the atmospheric circulation and explained by
quasi-stationary planetary waves. Due to the coarse spatial resolution
of CLIMBER- 2, this effect is not resolved and this leads to a strong,
dipole-like temperature bias (Ganopolski et al., 2010, Fig 2a). This

is why it is noteworthy that the North American ice sheets simulated
without temperature bias correction in Calov et al. (2005a) (Fig. 6)
and in Bahadory et al. (Fig. 4 and 5) are very similar with the

thickest ice located over Alaska. Introducing of temperature bias
correction in Ganopolski et al. (2010) led to a very different ice

sheet evolution which we believe is more realistic. The similarity
between Bahadory et al. and our old results (Calov et al. , 2005) can

be caused by the fact that the LOVECLIM model, in spite of a higher
spatial resolution, has a rather simplistic atmospheric model which
results in similar to CLIMBER-2 temperature biases. At least, this is
what one can conclude from Fig. 1b in Heinemann et al. (2014), another
paper based on the LOVECLIM model. By the way, in this paper
temperature bias correction has been used. Bias correction has been
used also in a number of GCMs studies such as Vizcaino et al. (2008);
Herrington and Poulsen (2012). This is why, it would be useful to show
present-day (preindustrial) summer temperature biases simulated by
LOVECLIM model used by Bahadory et al. This can be, for example, the
average value over the 50 ensemble members or a single representative
one. Of course, it is up to the authors to decide which technique to
employ but they should inform their readers about potential serious
drawbacks.

Good point. And as seen below, the NA present-day biases are large for
Loveclim over the range of models that passed our acceptance threshold
for glacial inception. However, even with the large present-day warm bias,
Baffin is one of the first places to glaciate in our model.

Eurasian biases are relatively much less (not shown,

but will be in the revised submission). We

have added a much more complete discussion on model limitations

and how this should affect interpretation of results. This

includes plots of subensemble means and variances of present-day bias.
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4. Present-day constraints on model parameters

On page 10 the authors wrote that “despite having different start
times (due to different calendar start years between 122 ka and 119 ka
...), all simulations start growing ice in the first 100 years of
simulation”. It is not clear from the paper which runs started at

which time, as well as why start time was chosen differently for
different runs. However, the fact that according to Fig. 1 the model
simulates between 10 to 20 meters sea level drop already at 119 ka is
worrisome. Indeed, since climate before 120 ka was similar to
preindustrial one or even warmer, such rapid ice sheet growth at the
beginning of model runs indicates that at least some model
realizations would simulate glacial inception already during the late
Holocene which, of course, is in odd with observational data. In
Section 5, Bahadory and Tarasov (2018) wrote that they used “a trial
criteria based on ice volume changes (between 1700 and 1980 CE)” to
reject model versions which grow “too much” ice during this



interval. But this interval is much too short for such a test. For

example, Fig.3 in Bahadory et al. clearly shows how much ice is_ formed
after year 200 since the beginning of the runs. Since summer

insolation and GGHs concentrations remained practically constant at
least since 1000 BCE till ca. 1900 CE, testing of whether or not

selected model versions simulate glacial inception in the late

Holocene would require at least 10 times longer runs than have been
performed by the authors. To be able to judge their realism, it is
crucially important to know how much “present-day” ice is simulated by
different model versions.

It should first be pointed out that the reviewer has mis-read figure 1, in

part due to a lack of clarity in the caption. One should note, that as stated,

the total northern hemispheric ice volume is plotted and not the ice volume anomaly

with respect to present day. The actual mean total ice volume anomaly (ie effective sea
level drop) is about 6 m SLE at 119 ka, and this includes runs that started their coupled
stage at 122.8 ka. Mean North America SLE at 119 ka is less than 3 m ESL. In retrospect,
the range of pre-119 ka run starts precludes starting the plot earlier.

We respectivefully disagree on the present-day test interval being to
short. The interval was appropriate for the given context of
extracting an ensemble of 500 model runs closest to equilibrium
mass-balance out of 2000 model runs.

As to the question of whether the models are positive mass-balance

biased, that is already clearly the case for most models from figure

10 of Bahadory and Tarasov (2018). The more fundamental question of to

what extent this distorts the results of the present work is in good part answered
by the result of having models that subsequently retreat post-stadial

at a rate that is consistent with sealevel proxies (within relevant

proxy uncertainties).

The Northern mid to high latitude Eemian summer insolation maximum
occured around 126 ka and Lisieki/Raymo 2004 have their Eemian
sealevel highstand (likely dominated by Antarctica) at 123 ka. So it
may well be that North America started growing ice earlier than the
120-122 ka our model runs started at. As such, the late start time
arguably offsets some (or all?) of the impact of the present-day
positive surface mass-balance bias.

The reviewer also raises the point that start times for the passed

subensemble don't have their actual start times listed. The archive

we’ve created of 10 sample runs for the final TC submission

includes a list of the ensemble parameter values for each run, including start time.

5. Spatial patterns of simulated North American ice sheet

When discussing spatial patterns of simulated Laurentide ice sheet,
the authors wrote “to our knowledge, there is no community-based
geologically-inferred MIS 5 ice margin reconstruction for NA. Aside
from the issue of Alaska (and certain adjacent parts of the Yukon),
our results are, within (large) age uncertainties, consistent with the
till stratigraphy presented in Clark et al. (1993)” (page

22). However, Clark et al (1993) explicitly stated that “the
Laurentide Ice Sheet first developed during Stage 5 over Keewatin,



Quebec and Baffin Island” (page 79) which is inconsistent with the
results presented by the authors. It is also noteworthy that the
recent reconstruction of NH ice sheet for the MIS 5d presented in
Batchelor et al. (2018), also places MIS 5d Laurentide ice sheet over
northern-eastern Canada and implies very little glaciation over Alaska
and in Western Canada. Since I am not an expert in the history of
glaciation of North America during the last glacial inception, 1
wonder what the authors think about these apparent inconsistencies?
And if they really believe that there are no reliable reconstructions
for the ice sheets during MIS 5d (I do not understand the meaning of
“community-based”), then what is the motivation for performing a large
ensemble of transient last glacial inception simulations?

Clark et al. (1993) do not discuss Ellesmere and they differentiate
Laurentide from the Cordilleran ice sheet. As for the Western Canadian
Arctic, their discussion is summarized in fig 16, which indicates no
constraints during MIS5d:c. Furthermore, their summary figure 16 shows
no MIS5d glaciation over Quebec, contradicting the statement in the
abstract. So the above quote from Clark et al, in combination with

their figure 16 is consistent with the results in our fig 3 and fig 5.

We will add some of these details to the discussion in the revision.

We would also argue that Batchelor et al. (2018) best estimate MIS5e

in their figure 1 is inconsistent with sealevel constraints. Their use

of a single scaling estimate for ice volume is not appropriate when

you have multiple domes nor an ice sheet that is unlikely to be in

equilibrium. 3 circular ice caps of the same total area as a single

circular ice cap will have less total ice volume. Discrepancies can

get even larger when you use have non-circular geometries. We therefore

find this reconstruction problematic, but we have looked more carefully at their
cited empirical constraints, to see what aspects are more robust and address this
in the revisions.

6. Using simulations of glacial inceptions to constrain transient
climate response

The authors devoted only one paragraph in the text to the description
of how they used their model ensemble to constrain transient climate
response (TCR). However, they highlighted this result in the abstract
where they suggested that their results can be used “to constrain
Sfuture climate change”. Since future climate change is a very hot
issue, this small part of the manuscript deserves serious attention,
especially, because the authors put a very tight constraint on TCR
(0.7-1.4 C). If their estimate of TCR is correct, then only five of

ca. 30 different GCMs participating in CMIP5 have the right TCR while
all other overestimate it. Obviously, such a claim has very serious
implications for future climate change projections.

The reviewer should have quoted the full sentence from the abstract:
"This therefore underlines the potential value of fully coupled
ice/climate modelling of last glacial inception to constrain future
climate change". IE, we do not claim that our modelling results should
be used to constrain climate sensitivity only that there is potential
value to do so from fully coupled ice/climate modelling.



Below I argue why simulations of glacial inception cannot constrain
Sfuture climate change. Although a number of attempts have been made
to use paleoclimate data and results of paleoclimate modelling to
constrain equilibrium climate sensitivity (ECS), these studies cannot
directly constrain TCR. Indeed, although there is some correlation
between TCR and ECS, this correlation is not very tight and TCR of
different models with similar ECS can differ by factor two. The reason
is that TCR strongly depends on the rate of ocean heat uptake which
differs significantly between climate models. Obviously, simulations
of glacial inception provide no constraints on ocean heat uptake. This
is why below I only discuss whether simulations of glacial inception
can constrain ECS.

i) Climate sensitivity to CO2 doubling (ECS) and the response of
climate to seasonal and latitudinal redistribution of insolation are
caused by completely different forcings an, therefore, numerous
processes and feedbacks play a completely different role. I am not
aware of any study about the relationship between regional and
seasonal climate response to insolation change and global climate
response to CO2 change (ECS), but I doubt whether there is a strong
correlation between these very different climate changes.

ii) As far as the simulated rate of ice sheet growth is concerned, the
situation is even more complex because ice sheet growth is controlled
not only by simulated climate change but by many other factors. The
first one is model biases in modern climatology. If these biases are
comparable with climate response to orbital forcing, then there is a
big question of whether ice sheets growth can constrain future climate
change. Second, ice sheet response to orbital forcing strongly depends
on surface mass balance parameterization. The authors used the PDD
scheme which does not even explicitly account for the direct impact of
orbital forcing on the surface mass balance of ice sheets and a number
of studies (e.g. van de Berg et al., 2011, Bauer and Ganopolski, 2017)
questioned the applicability of this simplistic scheme to the

modelling of ice sheet response to orbital forcing.

There is no "the PDD scheme", and the scheme we use (temperature

dependent melt coefficients derived from energy balance modelling) is

different than what most have used to date and arguably indirectly

does take into account SW dependencies better than the common PDD

scheme with fixed degree-day melt coefficients. It still though does

not have explicit dependence on solar insolation and we will make this

caveat explicit in the revised text. It should also be noted, that a

surface mass-balance scheme with explicit surface insolation

dependence has been implemented in the GSM in 2019 (and is now the default, but
came too late for the ensembles in this project).

In short, I do not believe that simulations of glacial inception can
really constrain ECS, let alone TCR

This is a fair critique (and what should be be obvious in hindsight
learning on TCR versus ECS) and we have now computed the ensemble ECS
for comparison (and have replaced TCR with ECS examination in the



revisions). As per the figure below, the requirement of capture of

last glacial inception and subsequent retreat still provides some
constraint on ECS, rejecting runs with ECS < 1.3 C. But now this
criteria does not provide an upper bound constraint, in contrast to

that for TCR. However, this figure also shows the limited range of ECS
probed over the current ensemble (which us being addressed in ongoing work).
ECS will depend on the radiative forcing of 2*CO2 (which varies
somewhat across models) as well on internal feedbacks. The reviewer
fairly points out that response to orbital changes in insolation will

be subject to different feedbacks than that for future 2¥CO2. However,
some of these feedbacks will be similar (eg snow and sea-ice albedo).
Furthermore, last glacial inception also included changes in pCO2.

There is also a submission (Choudhury, Simulating Marine Isotope Stage

7 with a coupled climate-ice sheet model) that has recently been accepted to
TC of relevance. It used LoveClim radiative forcing dependence

on CO2 as one of its two ensemble parameters. Again, capture of the
stadial/interstadial response strongly narrowed down parameter

ranges. For this case, I would therefore expect a strong correlation

between model ECS and stadial/interstadial capture.
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The phase space of last Last glacial inception trajectories for the
Northern Hemisphere from coupled ice and climate modelling

Taimaz Bahadory!, Lev Tarasov', and Heather Andres’
'Memorial University of Newfoundland and Labrador

Correspondence: Lev Tarasov (lev@mun.ca)

Abstract. We present an ensemble of Last Glacial Inception (LGI) simulations for the Northern Hemisphere that largely
eaptures-captures a significant fraction of inferred ice volume changes within proxy uncertainties. This ensemble was performed
with LCice 1.0, a coupled ice sheet and climate model, varying parameters of both climate and ice sheet components, as well
as the coupling between them. Certain characteristics of the spatio-temporal pattern of ice growth and subsequent retreat in
both North America (NA) and Eurasia (EA) are sensitive to parameter changes -espectally-withrespeettoregionalrates-ofiee
growth-and-retreatwhile others are not. We find that the initial inception of ice over NA and EA is best characterized by the
nucleation of ice at high latitude and high elevation sites. Subsequent spreading and merger along with large-scale conversion
of snow fields dominate in different sectors. The latter plays an important role in the merging of eastern and western ice regions
in NA.

The inception peak ice volume in the ensemble occurs approximately at 111 ka and therefore lags the summer 60°N in-
solation minimum by more than 3 kyr. Ice volumes consistently peak earlier over EA than NA. The inception peak in North
America is characterized by a merged Laurentide and Cordilleran ice sheet, with Davis Strait covered in ice in ~80% of sim-
ulations. Ice also bridges Greenland and Iceland in all runs by 114 ka and therefore blocks Denmark Strait. This latter feature
would thereby divert the East Greenland Current and Denmark Strait overflow and-thereby-potentiatly-have-a-with a potentially
significant impact on ocean circulation. The Eurasian ice sheet at its inception peak varies across ensemble runs between a
continuous ice sheet to multiple smaller ice caps.

In both continents, the colder high latitudes (EHsmere-i.e. Ellesmere and Svalbard) tend to grow ice through the entire
simulation (to 102 ka), while lower latitudes lose ice after ~110 ka. We find temperature decreases over the initial phases of
the inception lead to the expansion of NA ice sheet area, and that subsequent precipitation increases contribute to its thickening.
EA ice sheet area also expands with decreasing temperatures, but sea ice limits any increases in precipitation, leading to an
earlier retreat away from the EA maximum ice sheet volume.

We also examine the extent to which the capture of both LGI ice growth and retreat constrains the coupled ice/climate
model sensitivity to changing atmospheric pCO,. For-a-standard-transient-climate response-experiment-(1%-inerease-inpEOy

is-redueed-to-0:7-1-4°Cfor-the-The 55 member ensemble-that-eaptures-both-1GI-sub-ensemble that meets our criteria for
"acceptable" ice growth and retreat —This-therefore-underlines-the-has an equilibrium climate sensitivity lower bound that is
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0.3°C higher than that of the full ensemble. This suggest some potential value of fully coupled ice/climate modelling of the
last glacial inception to constrain future climate change.

1 Introduction

Reconstructions of sea level change from corals and oxygen isotope records (e.g. Waelbroeck et al., 2002; Siddall et al., 2003)
along with some limited inferences from glacial geology (Clark et al., 1993) indicate that between about 120 and 115 ka, large
ice sheets formed rapidly in the Northern Hemisphere (NH). By 110 ka, mean sea level is inferred to have been approximately
45-65 m lower than present (Lambeck and Chappell, 2001; Waelbroeck et al., 2002; Siddall et al., 2003; Lisiecki and Raymo,
2005) or about half of that inferred for LGM. Contrary to the common perception that ice sheet growth is a much slower
process than ice sheet retreat, this large last glacial inception (LGI) growth in ice volume occurred over approximately the
same duration (~10 kyr) as the last deglaciation. This rapid ice sheet growth was subsequently followed by ice retreat for the
next 10 kyr (Bard et al., 1990; Chappell et al., 1996; Gallup et al., 2002).

Hewever-aside-Aside from global constraints on sea level, little is known about the LGI evolution of individual ice sheets.
The terrestrial geological record was largely destroyed by subsequent ice advance and retreat, and any proxy records that may
have survived are scattered and have large age uncertainties
(Andrews and Basry, 1975; Lambeck and Chappel, 2001 Stes et ., 2012 Baschelor et ., 2019), This uncetanty perco-
lates into the associated changes in the climate system (especially over terrestrial sectors)both-due-; due both to similar limi-
tations in proxy records for climate characteristics and uncertainties in the required ice sheet boundary conditions for running
climate models over this interval.

Given the rapidity of LGI sea level decreases and the relative sizes of last glacial maximum ice sheets, it is generally assumed
that North America contributed a significant fraction to this sea level fall. The rapidity-ofrapid ice growth has also motivated
the development of one hypothesis to characterize glacial inception over North America: widespread thickening of snowfields
(Andrews and Mahaffy, 1976). A second complementary hypothesis stems from consideration of where-present-day lower
latitude-glaciers-exist-mid-latitude glaciers and posits ice sheet spreading from high elevation nucleation sites (Weertman,
1964). A previous attempt to simulate the inferred sea level drop during LGI supported the widespread snowfield thickening
paradigm (Calov et al., 2005a). The model used in that study employed very-tow-a very low grid resolution (51°longitude

by 10°latitude for the atmosphere and approximately 100 km for the ice sheet model) —Only3—transientsimulationswere
presentedand presented only three transient simulations. Given the uncertainties in the proxy data and models, a much larger

ensemble of simulations that better captures model uncertainties is required to assess how representative this result is of the
actual growth of ice sheets during the LGI.

Ideally, model studies of LGI would employ sophisticated Earth System Models (ESMs) at high resolution bidirectionally
coupled to ice sheet models to produce ensembles of transient experiments that span the uncertainties of the relevant data and
processes, but this is computationally too expensive. Instead, model studies of LGI tend to make one of two simplifications.

First, general circulation model- (GCM) based studies treat the climate in a sophisticated way, but rely on a small number of
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snapshot experiments without interactive ice sheets. Ice sheet boundary conditions are prescribed, which can lead to a modelled
climate that is inconsistent with the prescribed ice extent (Pollard and PMIP-participating groups, 2000). Furthermore, the re-
liance of these studies on at most a few model runs severely limits any possible uncertainty assessment. Second, experiments
performed with ice sheet and climate models coupled together tend to employ Earth System Models of Intermediate Com-
plexity (EMICs). These model configurations include interactive ice sheets and can be run with transient boundary conditions.
However, their low climate model resolution means more processes must be highly parameterized, and some key ice/climate
feedbacks are not modelled at all.

Due to such simplifications, most LGI model studies have been unable to simultaneously simulate the required rapid ice

build-up until around 110 ka with the subsequent retreat {e-g- i : .g._Tarasov and Peltier, 199’

. Prior to the development of the LCice 1.0 (Bahadory and Tarasov, 2018), the one coupled-icefelimate-modellingstudy-that
model that has adequately captured both the growth and retreat phases of LGI required-the-use-of-is CLIMBER-2. With

this model, Ganopolski et al. (2010) used an 1mposed (albelt plau51ble) aeolian dust deposition forcing and-on snow albedo

and a temperature bias correction

aeolian dust model to again approximately replicate the last glacial cycle sea level record (including capturing LGI). Their
until about 90 ka to an ice volume of over 300 m in sea level equivalent (SLE). When run over 4 consecutive glacial cycles, a
- However, it should be noted that the latter study was able to capture the larger-scale features of the last 4 glacial cycles with the
model only subject to orbital forcing (i.e. with internally computed greenhouse gases and dust load), a feat yet to be replicated
relevant earth system components. This necessitated trade-offs in model resolution and levels of approximation (such as the
use of a 3 basin 2D ocean model'). The question remains whether dust loading would play as important a role in replicatin
Temperature bias corrections are also somewhat problematic, even though they are ubiquitous in coupled ice sheet and
climate modelling-—+elying—. They rely on the standard (though often implicit) justification that climate models are more

likely to better capture the perturbative response to radiative forcing changes than the actual present-day temperature dis-

i#-Whether this assumption

adequately holds for perturbations as large as during glacial stadials is unclear. Furthermore, bias corrections are generall
imposed externally to the climate modeland-therefore-, so the glacial climate imposed on the ice sheet model is dynamieat

tribution.

self-ineonsistentdynamically inconsistent.




order to test the necessity of both temperature bias corrections and any form of parametrized dust impact on surface mass

95 Dbalance, we have chosen for this initial investigation to avoid both interventions. Instead, LCice 1.0 includes all the main
feedbacks between the ice sheet and the atmosphere and ocean, many of which have not been resolved in previous coupled

EMIC/ice sheet modelling studies (Bahadory and Tarasov, 2018). As a result, LCice 1.0 is so far the only fully coupled ice

sheet-climate model demonstrably capable of approximately simulating both the rapid growth and retreat phases of the LGI
Bahadory and Tarasov, 2018) without using any bias correction or imposed dust forcing. It is also fast enough to generate

100 ensembles of glacial cycle timescale transient simulations.

Thus;-we-We employ LCice 1.0 in this study to generate an ensemble of transient LGI simulations te-and address the fol-
lowing questions. How did each ice sheet most likely evolve through its inception phase, and which of the two aforementioned
paradigms best describes this evolution? More fundamentally, is the spatio-temporal pattern of LGI ice a single attractor in the
phase-trajectory space of possible glacial inceptions, or could small changes in initial conditions or physical properties (e.g.

105 snow albedo) lead to a significantly different pattern{mere-? More crudely, did the LGI have to happen the way it did)?>This
? Addressing this last question includes an examination of the extent to which the evolution of ice sheets in Eurasia (EA) and
North America (NA) are correlated. Expanding this phase-trajectory space analysis to the climate, we also examine how the
climate conditions (insolation, carbon dioxide, temperature and precipitation) facilitate or hinder the rapidity of ice growth and
retreat.

110 The capture of LGI ice growth and subsequent decay presumably-potentially constrains the sensitivity of the-coupled ice and
climate medel-As-models to projected future increases in pCOy, as the largest sources of uncertainty in the-coupted-medet-such
coupled models are the internal climate system feedbacks and not the much more tightly constrained direct radiative forcing
of changing atmospheric pCO4; EGl-offers-apotential-constraint-oniee/climate-medel-sensitivity-to-the-projected-inereases—in
atmospherie- pCO--ourplanetisfacing—We-therefore-, To test this hypothesis, we also examine the extent to which capturing

115 the LGI constrains the Fransient-Equilibrium Climate Response (FER)-of-the-coupled-modet-to-doubling ECR) of LCice to a
doubling of atmospheric pCO».

In section 2, we first review LCice 1.0 and its components, and the choice of our parameters for the ensemble study. We
discuss the phasing of LGI in our ensemble in section 3 in terms of ice sheet and climate evolution. The implications of our

results for ice/climate model sensitivity are discussed in section 224.7.

120 2 Experimental setup

We ran an ensemble of 500 simulations for the North American, Greenland and Eurasian ice sheets using the coupled model
LCice 1.0. These 500 simulations were previously sieved from a larger ensemble of 2000 simulations covering the preindustrial
to present day interval. Only 55 out of 500 inception simulations could approximately replicate the pattern of sea level lowering
due to ice sheet build up, followed by sea level increase, as suggested by reconstructed proxies of Waelbroeek-et-al-(2002); Listeeki-and-Ra
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In detail, the acceptance criteria for the 55 “acceptable” simulations were: 1) at least a 36-24 m eustatic sea level contribution
to the LGI sea level minimum from ice sheet growth and 2) at least a-+0an 8% subsequent increase in eustatic sea level by
105 ka. The rejected simulations generally underestimated total ice volume, though a small number of simulations captured
appropriate growth without a subsequent retreat phase. For the rest of this paper, the term “ensemble” refers to this sieved

group of 55 simulations.
2.1 Ensemble parameters and sensitivity analysis

The ensemble is constructed by varying 18 parameters, 5 of which are found in LOVECLIM, 9 in the GSM, and 4 in the
coupler, as described in (Bahadory and Tarasov, 2018). The LOVECLIM ensemble parameters include snow albedo, bare-ice
albedo, melting ice albedo, the humidity threshold for parameterized precipitation, and the cloud parameterization scheme.
The GSM ensemble parameters address uncertainties in basal drag, ice calving, sub-shelf melt, and deep geothermal heat flux.
Ensemble parameters related to the coupling procedure include spinup length and start time, upscaling method, and the method
used to calculate the vertical temperature gradient. Each ensemble parameter and associated sensitivity analysis for the coupled

model is described in detail in Bahadory and Tarasov (2018).
2.2 Initial conditions and spin-up

Since the extent of the Greenland ice sheet during the Eemian is not well constrained, the initial state of the ice sheet at the
start of all simulations is set to its present-day configuration. Future work will use an initialization from ongoing Greenland

ice sheet model calibration. The initial elimatie-climate state is provided by a 3 to 5 kyr LOVECLIM spinup under transient
Eemian orbital and greenhouse gas forcingfrom-the-previous-interglacial, with present-day topography and ice maskprovided

2.3 Models

2.3.1 LOVECLIM

LOVECLIM is a coupled EMIC, consisting of a quasi-geostrophic atmosphere (ECBilt), a primitive equation ocean with
dynamic sea ice (CLIO) and dynamic vegetation (VECODE). The spatial-horizonal resolution of the 3 level atmospheric

component is T21. The ocean and sea ice components each have a resolution of 3°. LOVECLIM is fast enough to simulate LGI
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(120 ka to 100 ka) in less than 3 weeks using a single commodity core. It has therefore been used to simulate a wide range of
different climates from the LGM {Reeche-et-al-2007)-(2) through the Holocene (Renssen et al., 2009) and the last millennium
(Goosse et al., 2005) to the future (Goosse et al., 2007).

Interpretation-of-Interpreting model-based results always requires a cognizance of model limitations. Aside from the simpli-
fied atmospheric dynamics and low grid resolution, a key limitation of LOVECLIM for our study is the fixed land-ocean mask.
With an inferred LGI maximum sea level drop of approximately 45-65 m, throughflow through ocean gateways can change
significantly (including the complete closure of Bering Strait). LOVECLIM is unable to handle a changing land mask sexeept
for-except for in the Bering Strait, where throughflow is parameterized as a function of modelled sea level and regional ice sheet
cover. Other potentially important factors which can affect the results include simplified radiation and hydrology schemes, and

the missing feedbacks of atmospheric dust on radiative forcing and surface mass balance.
232 GSM

The glacial systems model (GSM) is built around a thermo-mechanically coupled ice sheet model. It includes a 4 km deep
permafrost-resolving bed thermal model (Tarasov and Peltier, 2007), fast surface drainage and lake solver (Tarasov and Peltier,
2006), visco-elastic bedrock deformation (Tarasov and Peltier, 1997b), Positive Degree Day surface mass balance with temper-
ature dependent degree-day coefficients derived from energy balance modelling results (Tarasov and Peltier, 2002), sub-grid
ice flow and surface mass balance for grid cells with incomplete ice cover (Morzadec and Tarasov, 2017), and various ice calv-
ing schemes for both marine and pro-glacial lake contexts (Tarasov et al., 2012). For the results herein, ice shelves are treated

using a crude shallow ice approximation with fast sliding. The GSM runs at 0.5°longitude by 0.25°latitude grid resolution.

The largest internal source of error in the GSM is the crude treatment of ice shelves (which has been rectified in the latest
version of the GSM). Marine sectors are also problematic due to both the unavoidable use of a (potentially distant) upstream
water temperature profile to drive subshelf melt and the lack of an efficient well-constrained model for ice calving in the
community. The combination of these three sources of uncertainty will impact ice shelf extent and grounding line position.

Extrapolating from the results of a comparison of grounding line response sensitivity to changes in ice rheology for different

roximations (Pattyn et al., 2012), it is likely that the GSM underestimates grounding line response.

Another potential source of error is our use of a PDD scheme for surface melt, which, as is typical, does not include explicit
dependence on surface insolation. A few recent studies have drawn attention to the direct impact on surface mass balance by
changing insolation from orbital forcing for glacial cycle scale contexts (van de Berg et al., 2011; Bauer and Ganopolski, 2017)
- These studies have unfortunately only invoked comparisons against simplistic PDD schemes with constant melt coefficients.
As such, it is unclear whether our scheme has the same magnitude of error (and associated ice sheet impact) under different
orbital forcing.

ice dynamical a

2.3.3 LCice 1.0 coupler

The LCice coupler is designed to extract, regrid, and exchange the required fields between atmosphere and ocean components

of LOVECLIM and the GSM asynchronously (i.e. LOVECLIM and the GSM are run sequentially with boundary conditions



from the other model fixed between data exchanges). The-On the basis of sensitivity tests, the time between data exchanges
190 was chosen to be 20 years as the optimal balance in-sensitivity-tests-between efficiency and proximity to shorter coupling time
step solutions (Bahadory and Tarasov, 2018).

Fields passed from the ice sheet to the atmosphere include ice mask and surface elevation, the latter via one of the three in-
cluded schemes (simple, envelope, and silhouette, the choice of which is under ensemble parameter control). The atmosphere to
ice coupling includes the monthly mean and standard deviation temperature and monthly mean precipitation, evaporation, wind

195 direction and magnitude, and vertical temperature lapse-rate. LCice 1.0 uses an innovative scheme to downscale precipitation
to the ice model grid that accounts for orographic forcing on the GSM grid resolution topography. Temperature downscaling
uses the evolving vertical surface temperature gradient field of LOVECLIM. The coupler also includes a simple radiative cloud
parameterization to compensate for the present-day prescribed radiative cloud cover of LOVECLIM.

In ice sheet-ocean interactions, the GSM determines the runoff routing ;-and passes freshwater fluxes to the ocean model;

200 while-the-, The ocean model provides the GSM with vertical temperature profiles, which are required to calculate sub-shelf
melt. Details of each component of the coupling and their influence are described in Bahadory and Tarasov (2018).

Given model limitations, there is no one best run in the ensemble. Instead, different runs have different features, each of
which will likely have different patterns of misfits against inferred proxy records. In the following results, we crudely interpret
feature frequency in the ensemble to be a partial metric of feature likelihood, though this is far from a rigorous probabilistic

205 analysis.

3 Results

The

55-of-the-500-runs—The-total Northern Hemisphere ice volume averaged over the ensemble of 55 runs that meet our acceptance
criteria (described above) is plotted in figure 1. No single ensemble parameter determines which runs meet the filter condition
210 (not shown).

The maximum ice volume achieved by the LCice 1.0 ensemble during inception is fewer-much less than that inferred
by Lisiecki and Raymo (2005), but within the collective uncertainty of the three reconstructions presented here (Waelbroeck
et al., 2002; Siddall et al., 2003; Lisiecki and Raymo, 2005). The ensemble mean maximum ice volume is about S-m-in-seatevel
equivatent(SEE)-12 m SLE short of the Red Sea record (Stddalt-et-at-2003—darkpurple-in-figure H)(Siddall et al., 2003, short-dashed pus

215 . This under-estimation is likely due in part to the absence of any contribution from the Antarctic ice sheet (and perhaps Patag-
onian and Tibetan ice caps). This-under-estimation-It is also consistent with the fact that the simulated ice sheet volumes never
reach the peak rate of ice growth indicated by any of the sea level reconstructions.

The timing of when the LCice 1.0 simulations achieve their maximum inception ice sheet volume is bounded by the three
proxy-based reconstructions shown in figure 1. All but the Greenland ice sheets reach their maximum LGI ice volumes at

220 least 3 kyr after the 60°N summer insolation minimum (orange line in figure 1). The earliest retreat occurs in the Red Sea

reconstruction. This reconstruction suggests a faster decrease in pre-stadial sea level compared to that of the other three records,
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Figure 1. The time evolution of total (black), NA (blue), EA (red), and Greenland (green) ensemble mean ice volumes in m sea level
equivalent (SLE) between 119 and 105 ka. The dark shading indicates the -1 standard deviation range around the mean. The light shading
shows the range between minimum and maximum ice volumes in the ensemble. The purple area;tight-purple-shading and dark-purple-lines
(long-dashed and short-dashed) show the respective proxy-based sea level reconstructions from Lisiecki and Raymo (2005) with 1 sigma,

Waelbroeck et al. (2002), and Siddall et al. (2003). To make the sea level reconstructions commensurate with the ice volumes, the present-da
ice volume of Greenland has been added to them. The orange and dark green lines depicts the timing of insolation changes at 60°N and pCOsq,

respectively. The JJA ensemble mean temperatures over 50°N-65°N of NA and 60°N-75°N of EA are shown as thick-dotted blue and red

lines, respectively.

and its timing of the sea level minimum and subsequent sea level rise is slightly advanced of the LCice ensemble mean. The
LCice maximum ice sheet volume occurs approximately midway between the timing of minimum insolation at 60°N and
minimum pCO;. The Lisiecki and Raymo (2005) stadial peak occurs 2 kyr later, approximately halfway between the 60°N JJA
(mean June July August) orbital minimum at 114.5 ka and the subsequent maximum at 104 ka.

A second test of the representativeness of these simulations for the LGI is made between temperature changes from a
glaciological inversion of the GRIP ice core & 180 record (Dansgaard et al., 1993; Tarasov and Peltier, 2003) and annual-

mean temperatures calculated from the model grid cell containing its location. The ensemble mean 2m temperature anomaly
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Figure 2. Annual mean 2 m temperature anomaly relative to 119 ka for the GRIP ice-core (green) (Dansgaard et al., 1993; Tarasov and
Peltier, 2003), ensemble mean (thick black), and three individual runs (gray lines). The orange line depicts the timing of insolation changes
at 60°N.

relative to 119 ka follows the general trend of GRIP reconstructed temperatures in figure 2 until ~ 112 ka. Individual runs
have higher decadal to centennial scale variance than that of the GRIP record. However, the large millennial scale variability
of the GRIP record inversion is not captured by the simulations. The ensemble-mean annual temperatures from the GRIP
site subsequently diverge from reconstructed temperatures after approximately 111 ka. At this time, simulated temperatures
increase at the GRIP site following insolation changes, whereas there is no evidence of a similar increase in the GRIP record
temperature inversion. Instead, reconstructed GRIP temperatures exhibit multi-millennial timescale oscillations around stable,
stadial (cold state) temperatures. It is unclear what mechanism would sustain stadial temperatures over central Greenland under
increasing insolation, especially since the simulations consistently predict that strong warming should result. It may be that this
discrepancy reflects in part a lack of accounting for at least two standard sources of uncertainty in water isotope to temperature

inversions: changes in the moisture source region and changes in the seasonal distribution of precipitation.
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3.1 Glacial inception phase-spaeetrajectory space

Having established that LCice 1.0 is able to capture both the ice sheet growth and retreat phases of the LGI, we explore the
pattern(s) of the ice growth and retreat across ensemble members. We start by analyzing the spatial patterns of EA and NA ice
sheets at two diagnostic time intervals: first, the early stage of ice build up, and second, during the peak of the inception around
112 ka. Next, we explore the consistency of ice and climate evolution between these two intervals and during the subsequent

retreat phase.
3.1.1 Spatial pattern of first appearance of ice

Despite having different start times (due to different calendar start years between 122 ka and 119 ka and spinup lengths
varying between 3 to 5 kyr), all simulations start growing ice in the first 100 years of simulation (figure-??see figures 3.a and
4.a). Therefore, we analyze the spatial patterns of the first appearance of ice in the first 1000 years of simulation, rather than
aggregating simulations according to a common calendar year.

In NA, all runs have extensive glaciation over Ellesmere and eastern Devon Island after 100 years of transient simulation
(figure 223). Subsequently, ice starts to spread through the Arctic archipelago and Baffin Bay sector of Baffin Island. This is in
agreement with past suggestions that the first ice nucleation in NA occurs over the Canadian Archipelago with further growth,
merger, and then expansion to southern and western regions (Weertman, 1964). This result is also consistent with the ongoing
presence of extensive glaciers and small ice caps in this region.

By 1000 years, more than 20% of runs have extensive ice over the Pacific Cordillera down to 48°N. Northwestern Alaska
remains ice free for the first 1000 years in all runs as does the non-Cordilleran sector of NA below 61°N.

To get a more detailed sense of what glacial inception might look like, it is worth examining ice sheet evolution for one of
the bestfittingruns-(to-runs that best fit sea level proxies). By 119 ka, most of NA above 65°N has ice cover, though much of
it with surface elevation less than 500 masl (figure 5). The Canadian Cordilleran at this time has-nearcompleteice-coverage
with-ath-surface-elevationis nearly completely covered with ice, particularly in locations above 1000 masl.

Ice growth-ever EA-begins-over-Svalbard-withinnucleation over EA starts over the high precipitation and higher elevation
Norwegian and Barents Sea sectors. Within the first 100 years of simulationin-al-rans—-with-, all runs exhibit ice growth over

Svalbard, while some runs also showing-show ice cover over other islands in the region (figure-22-e-and-ffigures 4.a and b).
After 200 years, Svalbard and Franz Joseph Land have complete ice cover in almost all runs, while Fennoscandia has no ice

in almost all runs. By 500 years, mueh-nearly all runs have covered most of Novaya Zemlya has-ice-coverin-almost-all-rans:

an o O-overtHennog nd Q over-the-hioh-Breecin Pt nd-hichereale on-NNE agian and Daorante Cag canta N
v v v 4 v 5

mostruns-within1000-yearsin ice as well. Fewer than 10% of runs have any ice over Continental Russia during the first 1000
years.
Note that in figures-2?-e-hfigure 4, parts of the Fennoscandia ice margins in the Barents Sea follow unphysical, straight lines.

This is an artifact of the model setup for submarine melt and is discussed in more detail in the Discussion.

10
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Figure 3. Left—Percent of runs exhibiting ice cover in each grid cell for NA after a 100, b 200, ¢ 500, and d 1000 years of simulation.Right-
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Figure 4. Percent of runs exhibiting ice cover in each grid cell for EA after a 100, b 200, ¢ 500, and d 1000 years of simulation.

12



-ordand urt ST INOJUOD UOTIBARS W ()OO YL "O[qUISUD ) JO SUOB[NWITS (SPIOJAI [9AS] Bas Axoxd 03)
Sumy 159q 9y} JO QU0 I0J BY GOT 03 Y 6] ] WOIJ IAY | A19A9 10§ (U213 JySI[ pue YIep) JUo)Xd WNWITUTW PUE WNWIXLW [EUOSEIS 901 BIS pue

“( Do¥ 01 Dog—) QrmieIadwd) Y[ Jojou 7 ‘(JUSIPLIS 9)IyMm-an(q JYSI] Ul SeaJe POpeys) UONBAS[d 908INS J99YS 91 JO UONN[OAD [, S dINSI]

13



275

280

285

(118 ka) (116 ka) (114 ka)

(112 ka)

0 10 20 30 40 50 60 70 80 90 100
%

Figure 6. NA ice extent ensemble probability distribution at a 118 ka, b 116 ka, ¢ 114 ka, d 112 ka, e 110 ka, and f 108 ka. The 118 ka and

116 ka are included to provide the history before the peak and are not discussed.

3.1.2 Spatial pattern of the Last Glacial Inception maximum ice

To capture the maximum in ice volume for EA and NA during the LGI, we consider time slices for 114 ka, 112 ka, 110 ka and
108 ka in figures 6 and 7. We aggregate our simulation results according to their boundary condition years rather than their
simulation years.

At 114 ka, the Cordilleran is completely ice covered in all runs down to approximately 45°N. Central NA ice extends to
approximately 55°N until a sharp northward turn of the southern ice margin over James Bay extending to the east (figure 6).
and Iceland ice sheets are bridged by ice across Denmark Strait in all runs by 114 ka (with most runs having grounded ice right
across the Strait). Adse;-Alaska is almost fully ice-covered in all of the simulations;-while Labrader-and-eastern NA-remains

The main differences in peak LGI NA ice extent between ensemble members occur +-at the northwestern Alaskan ice margin
(40% of ensemble runs cover Bering Strait at 114 ka), at the southern margin, and over Davis Strait. For the latter, approximately
80% of simulations create an ice bridge connecting the Laurentide and Greenland ice sheets across the Strait. This ice bridge
generally starts out from a merger of opposing ice shelves. For some (but not all) ensemble runs, it can also ground right across

the Strait and therefore isolate Baffin Bay from the Labrador Sea.

14
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After the stadial peak in NA ice volume, the main variation between ensemble members appears in the rate of ice retreat.
Initially, while the south-eastern ice margin rapidly retreats to higher latitudes in simulations with smaller ice sheets, simula-
tions with larger ice sheets show little change in ice extent. This difference in behaviour leads to the largest difference in ice
extent over Hudson Bay at 110 ka, when the entire area is eevered-by-ice-covered in approximately 20% of the simulations ane
while 30% are completely ice-free in this region. By 108 ka, the Laurentide and Cordilleran ice sheets are separated in only
10% of the simulations, fewer than 20% of runs simulate a connected Greenland-Iceland ice sheet, and the ice bridge across
Davis Strait remains in fewer than 10% of runs.

A key feature from the sample best run snapshots (figure 5) is the continuous slow thickening of Ellesmere Island ice right
through to 105 ka. Thus, limited snow accumulation appears to be the major controlling climate factor for this region during
LGI. The ice dome north of Hudson Bay also only attains it-its maximum elevation at 107 ka.

Similar to the early phases of the inception, stadial peak ice extent over EA is-more-variable-between-ensemble-members
around-the-stadial-peak-time-(116 ka to 112 ka) is more variable between ensemble members compared to NA (figure 7). The
maximum area-of-100%-eross-ensemble-continental-iee-cover-continental ice area covered by all runs occurs at 116 ka, with a
significant reduction by 114 ka. Fewer than 10% of runs increase their southern ice extent through to 112 ka. Scotland exhibits

some ice cover in the majority of runs, but the North Sea remains ice-free.
3.2 Temporal pattern of ice evolution across the ensemble

As shown in the previous section, the rates of ice growth and retreat are not consistent through the LGI in all regions, especially
in EA. To diagnose the development of these ensemble member differences in time, we subdivide NA and EA into four sectors
each (outlined in figure 8) and examine the evolution with time of ice volume in each sector along with correlations between
sector maximum ice volumes.

The NA sectors include two regions in the Canadian Archipelago separated-into-EHesmereIstand—«(( Ellesmere, NA g;);

¢ stand—(, and Baffin Islands, NAg¢), Quebec (NAgy), and the Rockies (NARr.). The EA sectors include the north-
western Barents Sea and Svalbard (EAg,), the Kara Sea and nearby land (EAk,), and eastern and western Fennoscandia
(EAgr and EAy p).

3.2.1 North American ice sheet

In all NA regions in figure 9 except NA g, ice volume increases to a maximum sometime between 112 ka and 109 ka and then
decreases. In NA g, the coldest region of NA, ice volume increases throughout the LGI in most simulations.

Generally, the ice sheet growth phase for each sector is more consistent between runs than its retreat phase. In sector NAg
(figure 9b), ~10% of simulations lose between 1 and 1.5 m SLE of ice between 112 and 107 ka and maintain a constant ice
volume afterwards. The rest of the runs show a range of behaviours, from almost no ice loss to 80% loss. In contrast, in NA gy,
the most southern and warmest sector, the maximum ice volume varies between almost zero to more than 1 m SLE, and no

simulation sustains ice cover through to 102 ka. The NA i region spans the widest range of latitudes, but it also contains some

15
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Figure 7. EA ice extent ensemble probability distribution at a 118 ka, b 116 ka, ¢ 114 ka, d 112 ka, e 110 ka, and f 108 ka. The 118 ka and

116 ka are included to provide the history before the peak and are not discussed.

Figure 8. a. NA sectors, and b. EA sectors
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Figure 9. Left. NA ensemble distribution of ice volume during LGI in NAg;, NAgs, NAgs, and NAg.. Right. EA ensemble distribution of
ice volume during LGI in EAk,, EAs,, EAgr, and EAw r. The vertical orange line shows the timing of the minimum summer insolation
at 60°N. 17



320

325

330

335

340

345

350

of the highest-elevation sites of NA. It shows both strong ice growth and a wide range of ice loss scenarios over the LGI.
Notably, ice develops over western NA (NAg.) at the same time as it is growing in the east.

One pattern that emerges most strongly in NA gy is that the runs with larger ice sheets tend to have delayed peak times. This
is consistent with the observation in the previous section that runs with the largest NA ice sheet extent retreat more slowly than

those with smaller ice sheets.
3.2.2 Eurasian ice sheet

In EA, the most northern (and coldest) sector, EAg, has steadily increasing ice volume throughout the LGI. This pattern is
similar to that observed for NAg;. Otherwise, the rest of EA sectors show ice growth and retreat patterns similar to NAgy,
where there is a wide variation in the total ice volume reached and (near-) complete ice loss by the end of the LGI. These
regions also generally reproduce the tendency for larger ice sheets to have later peak ice volumes, ranging between 114 and
110 ka. However, in EAgr and EAyy  there are some notable exceptions to this pattern, where some simulations exhibit late

peak times (ca 108ka) for a wide range of maximum ice volumes.
3.3 Relationships between changes in the North American and Eurasian ice sheets

We have examined the build-up and retreat of ice sheets in NA and EA independently. Past modelling studies indicate that
the presence of NA ice can affect conditions over EA (Beghin et al., 2013; Colleoni et al., 2016; Liakka et al., 2016; Ullman
et al., 2014; Kageyama and Valdes, 2000) and therefore potentially EA evolution. Thus, we consider next whether there is any
evidence for such a relationship acting in this ensemble.

Comparisons of EA maximum ice volume versus NA maximum ice volume in figure 10 indicate that there exists no simple
relationship between these two fields. Small NA ice volumes correspond to small EA ice volumes. However, when NA ice

volumes are larger, figure 10 suggests a possible bifurcation in the ransbehaviours of the runs: one group of runs exhibits a

strong increase in EA maximum ice volume with increasing, but intermediate-sized NA maximum ice volumes. In the second
roup of runs, EA maximum ice volumes remain small until NA maximum ice volumes pass a (very large) threshold. Beyond

this threshold, EA ice volumes increase to intermediate sizes with further increases in NA maximum ice volume.

Although there is no simple relationship between the volumes of the NA and EA ice sheets, there is a relationship between
the timing of the peak ice volume for these two ice sheets in most ensemble members. In figure 11a, the peak ice volume and
peak ice area nearly always oeetirs-occur earlier in EA than in NA. This result is expected given the smaller size and related
stronger sensitivity of the EA ice sheet to orbital forcing. The duration of this lead depends strongly on model parameters and
ranges between 200 years to 6 kyr. In a small subset of runs, the EA ice volume peaks early (~115 ka) or late (~110 ka)
regardless of the timing of the NA ice volume peak (further evidence in support of the aforementioned possible bifurcation).

The correlation in the timing that maximum ice volumes are reached in NA and EA in most runs in figure 11a may indicate
that these ice sheets are affecting each other’s growth and retreat, or it may indicate that the parameter choices that lead to

larger ice sheets in one region also encourage growth in the other. One plausible mechanism whereby the NA ice sheet may

affect the development of the EA ice sheet is through a reduction in hemispheric temperatures. However, there is no evidence
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Figure 10. The maximum volume of the NA and EA ice sheets for individual runs.

of this, as the timing of maximum EA ice volume (figure 11b) has no consistent phase relationship with the timing of EA

minimum temperature.
3.4 Climate of the Inception

Having documented the phase-trajectory space of ice sheet changes and identified the more robust features in our ensemble
of LGI simulations, we now consider relevant controls from the climate system. To that end, we focus on temperature and
precipitation as the two main controls on ice sheet thickness and extent (at least for terrestrial components). These are in turn
affected by Northern Hemisphere sea ice extent (which alters the exchange of heat and moisture between the atmosphere and
ocean), the AMOC (through changes to oceanic heat transport to high latitudes), and the latitude of the jet stream (through
changes to atmospheric heat transport and the location of storm tracks).

Northern summertime temperature and annual precipitation are ice-sheet relevant climate characteristics that most directly
control ice sheet extent and thickness. For our ensemble, both temperature and precipitation of NA and EA (figure 12) show
abrupt reductions early in the LGI interval initially in phase with the reduction in insolation at 60°N. In NA, summer temper-

ature and annual precipitation reach their respective minimum values at 116.8 and 116.1 ka, approximately 2.3 and 1.6 kyr
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Figure 11. a. Timing of the EA ice volume (blue) and area (red) peak with respect to the NA peak time. b. Timing of the EA minimum

temperature and maximum ice sheet volume for individual runs. The orange curve shows the summer (JJA) insolation at 60°N.

earlier than insolation. An increase in the radiative forcing from changing atmospheric pCO (purple time series in 12) after
116.2 ka and especially a subsequent decrease after 114.3 ka approximately correspond with the interval of discrepant NA
mean summer temperature change (relative to insolation forcing). Since the relatively high albedo ice sheets and sea ice tend
to be fairly extensive by this time (figures 6, 7 and 12), changing insolation will also be a smaller contributor to the regional
energy balance. The possible role of changes in AMOC and sea ice cover are examined below.

The early stages of ice growth in NA appear to be dominated by ice sheet expansion in response to regional cooling, since
precipitation is decreasing. In 119 to 117 ka snapshots of near-surface temperature and ice sheet elevation from a single
simulation in figure 5, the southern ice sheet margins tend to be located between the -2°C to 0°C JJA isotherms in most
regions except for those with high levels of accumulation (e.g. the Rockies). NA ice sheet area reaches its maximum after
the temperature and precipitation minima, between 114 and 113 ka (see figures 11a and 12). Thus, both temperature and
precipitation are increasing at the time that the maximum NA ice sheet area is reached.

NA ice volume continues to grow until approximately 111 ka through a thickening of the ice sheet (cf. figure 5) in response
to increasing precipitation under continuing cold temperatures. During the 113 to 111 ka interval, the low elevation sectors of
the southern NA ice margin in the sample simulation in figure 5 is generally between the 4°C to 2°C JJA isotherms. Eventually,
the NA ice sheet begins to lose mass after further increases in temperature and precipitation. At this time, the southern margin

of the ice sheet tend to fall south of the 4°C isotherm.
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Figure 12. The ensemble distribution of Northern Hemisphere late summer sea ice total area. The black line shows the ensemble mean late
summer sea ice area. The blue lines show the scaled ensemble mean summer temperature anomaly with respect to 119 ka in NA (thick) and
EA (thin). The red lines show the scaled ensemble mean annual precipitation anomaly with respect to 119 ka in NA (thick) and EA (thin). The
orange line represents the summer insolation at 60°N. The purple line shows the changes in log(pCO2) to approximately capture its effective

radiative forcing. Temperature, precipitation, insolation, and pCO2 are plotted solely for the sake of phase comparison, and therefore their

actual values are not indicated.

In EA, temperature and precipitation also show an abrupt but weaker reduction in the early inception. The ensemble mean
EA summer temperature and precipitation minima have a longer duration interval than that of NA and show little sensitivity to
the pCO; changes. The reasons for this result are as yet unclear. The onset of renewed EA warming and increasing precipitation
correspond to the maximum extent of EA ice sheets. However, EA ice volume continues to grow for as much as another 3 kyr.
EA temperature and precipitation gradually increase until ~113 ka, when the sea ice area starts to decline (figure 12). After
this time, both temperature and precipitation increases accelerate.

The southern margin of the EA ice sheet largely mirrors NA-the relationship to surface isotherms in NA, at least for the
sample run in figure 5. During the growth phase, the ice margin tends to lie in between the 2°C to -2°C JJA isotherms. By 109
ka, the EA southern margins are generally south of the 4°C isotherm.

In assessing the contributions of sea ice, the AMOC and the jet stream, summer sea ice has the strongest correlations
with temperature and precipitation changes in EA. Late winter sea ice area shows no consistent pattern of change over this

time period and is not related to ice sheet volumes in either NA or EA (see supplemental figure 1). However, its summer extent
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varies in correspondence with Northern Hemisphere temperatures: it peaks prior to the minimum in insolation at 60°N, remains
extended, and then decreases. The onset of major sea ice retreat at approximately 113 ka is in phase with a rapid acceleration of
both NA and EA summer warming and annual-mean precipitation. Deciphering the causal relationships of this phasing requires
future sensitivity experiments. However, one can infer that sea ice likely has a positive feedback role for both precipitation and
temperature at this time.

Neither the AMOC (nor meridional heat transport in supplemental figure 3) nor the wintertime jet stream exhibit any clear,
consistent changes that coincide with temperature and precipitation or ice sheet changes. In 80% of the runs, the AMOC
gradually increases during the glacial inception to a maximum of 22 Sv around 108 ka (not shown). After this, it decreases
once more to its initial values of 16 to 18Sv. In the remaining 20% of runs, the AMOC oscillates between-two-within its initial
range of values.

Similarly, the minimum latitude of the North Atlantic mean winter jet stream is restricted to 43 to 47°N with the only
significant change over time being an increase in the fraction of runs with the more southern position (with greater than 70%
of runs by 104 ka). Previous work indicates that the latitudinal position of the winter-time North Atlantic jet stream depends
on the latitude of the south-eastern margin of the NA ice sheet (Andres and Tarasov, 2019). For the current ensemble, the NA
ice sheet remains north of the preferred latitude for the jet stream at all times, so the ice sheet is unable to directly influence the
jet stream in this way.

However, the minimum latitude of the summertime North Atlantic jet stream does vary in concert with NA ice sheet and
sea ice extents. Specifically, the majority-of runs-transition-their-southernjet-position-most commonly occupied position of the
summertime jet changes from 52°N to 48°N during the 117 to 116 ka interval (figure 13), in correspondence with significant
initial ice growth over the NAg; sector (figtre-9;-thisprovides-the most proximal sector diagnostic for central and eastern
Canada in figure 9 ) . The subsequent northward migration occurs across the ensemble from 110 to 107 ka, again in corre-
spondence with the wider cross-ensemble range of deglaciation times for the NAg;, sector. The much warmer JJA temperature
during 107 ka compared to 119 ka in figure 1 likely explains the higher latitudinal position (56°N) of the ensemble mean
summer jet at 107 ka compared to that of 118 ka. These shifts in the jet stream likely affect summertime temperature and

precipitation over EA.

4 Discussion

4.1 Present day temperature bias

In interpreting ensemble results for LGI, it will be useful to be cognizant of present-day model biases. However, we add a
caveat that the applicability of present-day biases to LGI conditions, especially once there is extensive ice cover, depends
on the source of the biases. If the biases arise due to a mis- or under- represented stationary wave response to present-day
topography in LOVECLIM (e.g. due to its low spatial resolution, Lofverstrom and Liakka (2018)), then the magnitudes and

locations of these biases are expected to change when the stationary waves change in response to the growth of continental ice
sheets.
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Figure 13. Ensemble distribution of mean most southern latitudinal position of the JJA jet of the Atlantic Ocean.

Figure 14 shows the present-day mean June/July/August temperature bias of the 55-member ensemble for both NA and EA.
Model temperature biases under present-day conditions are larger over NA than over EA and may have inhibited glaciation
over Hudson Bay and northern Quebec. However, the large present-day temperature biases over the Canadian Archipelago do
not prevent this region from being glaciated in all simulations (for 20% of runs, even within the first 1000 years of simulation).
Thus, we infer that the pattern of initial ice growth over the arctic sector of NA has not been substantially affected by present-day
temperature biases in the model. However, the timing of ice cover onset and extent of ice growth in the vicinity of Hudson Bay
and northern Quebec could well be underestimated. Increased LGI stadial ice over these latter regions would improve fits to
global mean sea-level proxies (cf. Figure 1). Thicker stadial ice could also enable a stronger and faster post-stadial retreat.

4.2 Caveat about marine sectors

Ice sheet growth in marine sectors is found to be highly sensitive to the treatment of sub-shelf melt, even at high latitudes. This
is particularly evident in figure 7, where marine ice sheet margins are at times extended straight lines. These lines match the
boundaries for different ocean temperature sectors in LCice, which propagates the vertical temperature profile from assigned
upstream diagnostic sites to whole downstream ocean sectors for computing submarine ice melt (Bahadory and Tarasov, 2018).
This artifact of the model setup underlines the potentially important role of ocean temperatures on submarine melt and its
control of marine ice extent.

The crude shallow ice approximation treatment of ice shelves in the utilized version of the GSM along with the continuing
challenge for the community to find a well constrained ice calving representation are further contributors to uncertainty in the
marine sector results of the model. The GSM has been recently revised with the inclusion of shallow shelf approximation ice

dynamics and ongoing work will examine the impact of this and other model updates on resultant modelled LGI ice evolution.
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Figure 14. Mean present-day summer (June/July/August) temperature bias of the reduced 55 member sub-ensemble relative to the

NCEP reanalysis climatolo Kalnay et al., 1996). Climatological temperatures from LOVECLIM simulations were adjusted for elevation

differences between the two datasets using the LOVECLIM- derived vertical surface temperature lapse rate for each ensemble member.
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4.3 Widespread snowfield glaciation versus spreading from high elevation nucleation sites

Our results provide a sensible merger of the two contrasting hypotheses. Glaciation starts with nucleation over high latitude
and high elevation regions, but widespread snowfield thickening subsequently creates thin ice (< 500 masl) over expanses of
continental northern sectors for both NA (by 118 ka) and EA (between 118 to 117 ka). This is clearly visible for our sample
best fit run (figure 5).

4.4 The challenge of excessive Alaskan glaciation

The one significant transgression of inferred Late Pleistocene glacial limits in our ensemble is near complete glaciation of
Alaska (figure 6). This is contrary to geological inferences (Kaufman et al., 2011). H-the-inferences-are-correctUnless these
inferences are incorrect, then the approximately 4-te-6-2 to 4 m SLE contribution to the inception peak from glaciation of
central Alaska in our ensemble should be removed from our ensemble total.

Excessive glaciation of Alaska is a common problem for models (e.g. Bonelli et al., 2009). Past studies indicate at least two
factors may resolve this problem: atmospheric model resolution (and/or complexity) and changes in snow albedo due to dust
deposition. Though still displaying somewhat excessive Alaskan ice coverage, Herrington and Poulsen (2011) avoid complete
glaciation with fixed 116 ka boundary conditions using the GENESIS AGCM (and slab ocean) at T31 resolution. A glacial
decrease in surface air pressure over the Bering Strait region is apparently associated with an increase in northward transport
of sensible heat towards Alaska. Whether this suppression of Alaskan glaciation is solely due to increased atmospheric model
resolution or complexity is unclear. It is also unclear if the result Herrington and Poulsen (2011) would persist with a fully
coupled ocean model.

Using the CLIMBER EMIC, 2-Ganopolski et al. (2010) obtain reduced though still excessive Alaskan glaciation. A previous
study traced much of this reduction to the inclusion of aeolian dust forcing on snow albedo for the surface mass balance
determination (Calov et al., 2005b). However, confidence in these results is limited given the crude determination of dust
deposition and associated albedo changes in their model. More advanced studies have verified the significant impact of dust on
snow albedo (Krinner et al., 2006, though with an imposed dust-deposition rate) but have also found it difficult to obtain even
the magnitude of dust deposition (Mahowald et al., 2006) inferred from extensive loess deposits in Alaska (Muhs et al., 2003).
A potentially critical role for changing dust deposition in suppressing Alaskan glaciation is therefore plausible, but in need of

more advanced modelling.

The CAMS atmospheric general circulation model (at T83 spectral resolution) produces warmer and drier conditions over
Alaska under Last Glacial Maximum (LGM) boundary conditions due to two processes: 1) a reduction in local cloudiness due to
the combined effects of colder sea surface temperatures and descending air from the topographic high pressure system nearby,
and 2) a southward shifting of North Pacific storm tracks away from this area (Lofverstrom and Liakka, 2016). The degree to
which LClce is able to resolve these two phenomena is not clear. Additionally, LClce exhibits an excessive precipitation bias
in Alaska under present- day conditions that may predispose the model for ice cover in the region (see supplemental figure

71777,

25



480

485

490

495

500

505

4.5 Brief comparison to past geological inferences

Fo-ourknowledgeAside from global sea level constraints and maximal extent bounds from subsequent marine isotope stage
(MIS) records, there is no-community-based-geelogieatly-inferred-MIS-5-iee-margin-very little known about NA ice extent
ice sheets through the Quaternary. Most telling is their supplemental figure 6 and associated table 9 which lists only one
empirical timeslice reconstruction for NA —Aside-from-the-issue-of-MIS 5d (108-117 ka) ice extent (and no data points) and
has no empirical constraints for MIS Sc (92-108 ka). The reconstruction source(Kleman et al., 2010) has a large age uncertainty

Except for Alaska (and certain adjacent parts of the Yukon), our results are, within (large) age uncertainties, consistent

with the till stratigraphy-stratigraphies presented in Clark et al. (1993) and their summarizing figure 19. Note that although
Clark et al. (1993) state that the Laurentide Ice Sheet first developed over Keewatin, Quebec and Baffin Island, their figure 19

does not show any glaciation over Quebec until after 100ka.
Eurasia as a whole also lacks a clear geologically-inferred LGI stadial extent. Only in the Fennoscandian sector are there

published geologically-inferred LGI stadial extents (Batchelor et al., 2019). However, the geologically-inferred Early Weich-
selian (MIS 5) ice extent maximum of Svendsen et al. (2004, nominal 90 ka in) generally encloses (and for much of the
southern margin largely tracks) the 50% ensemble distribution (figure 7). The main regional exceptions are more extensive ice
on the western coast of Svalbard and extensive marine ice on the western Norwegian coast. Weleave-it-to-

We leave this subsection purposely brief in the hope that members of the geological community to-exeeute—more-will
execute detailed and up-to-date comparisons with our ensemble chronologies. A first example of such is the review for this

aper provided by John Andrews (Andrews, 2020) which provides a useful discussion of existing possible paleo constraints
on four features of this ensemble (including the Denmark and Davis Strait ice bridges and the relatively symmetric rates of
laciation and subsequent retreat).

4.6 Is there a single very likely spatio-temporal pattern of LGI ice sheet evolution?

To partially characterize the range of the spatio-temporal patterns of ice sheet evolution in our ensemble, we consider the
intersectorial relationships of maximum ice volume for each ensemble run (figure 15). The absence of correlation in maximum
ice volumes for different sectors will indicate that that there are multiple temporal patterns of ice development in these regions.

For NA, the northern Arctic (NA g;) sector maximum ice volume has no obvious correlation with that of other sectors. This
is consistent with the continual growth of ice throughout the simulations in this region. All other NA sectors display relatively
strong correlations aside from a threshold response for NA g relative to the Pacific Cordillera (NAR..).

For EA, again the most northern and continuously growing sector (EAg,) has relatively no correlation in maximum ice
volume with other sectors (figure 15). The relatively northern and largely marine eastern sector (EA k) has a strong corre-

lation with the two Fennoscandian sectors for the 5 runs with maximum (EAf,) greater than 2.5 mSLE. For the other runs,
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Figure 15. Correlation plots of maximum ice volume for NA and EA diagnostic sectors (figure 8).
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the correlation is much weaker and with a much lower mean slope, perhaps indicative of a threshold in ocean temperatures
controlling subshelf melt and enabling ice calving.

There are no strong correlations between NA and EA regions (c.f. supplemental figure 4). There is moderate correlation
between the Baffin Island sector NA ¢ and western Fennoscandia EAyy i, perhaps reflecting ocean circulation connections
between Baffin Bay and the GIN Seas. More limited eerrelation-correlations exist between NAp; and eastern Fennoscandia
(EAgpand-) and between the western Cordillera (EANAR.) and western Fennoscandia (EAyw ). The only other possible
relation of note is the absence of large maximum ice volumes for the eastern Kara Sea region (EA ) when ice volumes are
near maximal for all NA sectors south of Ellesmere (with only 5 runs for this case, the relationship is tentative).

The only clear indication of a bifurcation in regional temporal evolution is the presence of both early and late timing of
maximum regional ice volume for Fennoscandia (EAgr and EAyy ) for a range of regional maximum ice volumes (figure
9). The extent to which possible associated bifurcations in sea ice extent and stationary atmospheric waves (described in the

results section) may play a role in this must await future analysis.
4.7 Transient-Equilibrium climate responseThe TCR-

The equilibrium warming of all 500 ensemble members is between 0-6-and-2:01.1 and 2.3°C in figure 2216. The full ensemble
therefore brackets the lower bound (6:71.5°C ) but not the upper bound (2:54.5°C ) of the IPCC ARS muiti-modelTERresults
(Hlate-et-al52043))likely range for ECS (Flato et al., 2013). The constraint of capturing “acceptable” LGI growth and retreat
(i.e. the “successful” 55 member sub-ensemble) reduces-thisrange-to-0-7-increases the lower bound to 1.4°C—Thisrange-is
therefore-significantlylower-than-, still below that of the TCR-results-in-the IPCC ARS ~likely range, but does not affect the
upper bound.

Given the simplified physics, limited climate model resolution of LCice, thisreduced-upper-bound-responserange-and the
may further increase the LCice lower bound for ECS. Clearer constraints on LGI sea level history would be of value here.
To acquire any significant confidence, this increased lower bound requires replication by more advanced modelsto-aeqtire
any-significant-confidence. However, as is, the result underlines-the-potential-value-suggests that LGI replication in coupled

ice/climate modelling has potential value for constraining climate model sensitivity and therefore constraining future climate
change.
5 Conclusions

We used LCice 1.0, a two-way coupled ice sheet and climate model, to generate an ensemble of 500 transient simulations of
the LGI that differ according to the combination of parameters and parameterizations used in the climate component (LOVE-

CLIM), the ice sheet component (the GSM) and the coupling between them. Of these 500 simulations, 55 simulations passed
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Figure 16. The mean global equilibrium warming projected by the selected 55 ensemble members (black lines) and the 500 inception
simulations (grey lines) in the FER-ECS experiment (refer to the text for details). Fhe-model FCR-warming range reported-in-the PEEARS

our ice volume evolution acceptance criteria for the LGI. In this paper, we document the patterns of ice growth and retreat
exhibited by North American and Eurasian ice sheets in these 55 runs.

We applied two tests of the representativeness of these simulations to historical changes during the LGI: comparisons of total
sea level changes with time, and comparisons of near-surface air temperatures at the location of the GRIP ice core. Maximum
LGI ice volume is under-estimated in the ensemble relative to that inferred by Lisiecki and Raymo (2005), although it lies
within the collective uncertainties of the three proxie-proxy reconstructions considered herein. Anether-pessibly-significant
diserepaney-ts-the-The timing of the LGI sea level minimum -with-etr-medel-ensemble sealevel- minimum-oceurring-in our
modelled ensemble does not match any of the reconstructions considered here, but it is bounded by them: it occurs approxi-

mately 2 kyr earlier than that of the Lisiecki and Raymo (2005) and Waelbroeck et al. (2002) reconstructions but less than 1
kyr after the sea level minimum in Siddall et al. (2003). These-diserepanetes-Discrepancies are likely partly due to the absence

of a modelled (and probably out of phase) Antarctic ice sheet contribution in LCice 1.0, and partly due to dating uncertainties

in the proxy-based-proxy-based reconstructions.
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The ensemble-mean temperature is in approximate agreement with an inverse reconstruction from the GRIP ice core during
the LGI cooling phase. Subsequently, a strong warming in the model driven by orbital and greenhouse gas forcing is absent
in the reconstruction. Given regional warming is robust across the ensemble and the lack of a plausible physical mechanism
to sustain cold, stadial conditions under increasing insolation, we suggest the discrepancy may be due in part to uncertainties
in the 6180 to temperature inversion. This may also explain in part why the model also fails to capture the millennial scale
variance of the proxy record.

The regional LGI pattern of initial ice growth and evolution in NA and EA is consistent with the high elevation and high
latitude nucleation paradigm (first over Ellesmere, Svalbard and Franz Joseph islands, then the northern Rockies, and Baffin and

Novaya Zemlya islands). Subsequent nucleation over lower latitudes is followed by large-scale snowfield expansion/thickening

over central northern Canada, merging eastern and western NA ice in all runs -

i1-by the time they reach

their maximum LGI ice sheet area. EA ice areas and volumes reach their LGI maxima prior to NA in nearly all runs. The timing
of- maxtmum-tee-sheet-area-maximum ice area for both NA and EA tends to be reached 2-3 kyr earlier that-that-ef-maximum

iee-volumeforeach-iece-sheetthan its corresponding volume.

The EA ice sheet is more sensitive to orbital forcing and ensemble parameter values. At its maximum area, it varies between

a single, consolidated ice sheet to multiple, isolated ice caps. After the LGI ice-volume-peaktotal ice volume maxima, retreat
happens across most sectors except for continued (though slower) growth in the most northern Ellesmere and Svalbard sectors.

Aside from the latter, EA tends to have almost complete ice loss by 104 ka.

The southern margin of both ice sheets generally progress from falling between the 2°C to -2°C JJA isotherms during the
growth phase to a location south of the 4°C during the peak retreat phase. This progression to warmer isotherms is due to a
combination of increasing precipitation and enhanced ice flux to the southern margin (given the thicker upstream ice during the
retreat phase). The post-LGI stadial ice mass loss rate and temperature and precipitation increases in EA have higher correlation
with sea ice retreat compared to that for NA ice, temperature, and-or precipitation.

Two perhaps novel features pertaining to NA and Greenland may be of interest to glacial geologists and paleoceanographers.
The Greenland ice sheet and Icelandic ice cap are connected in all runs by 114 ka. Furthermore, there is an ice bridge between
NA and Greenland across Davis Strait in approximately 80% of ensemble runs. These results have low confidence given

limitations in the marine sector of the current version of LCice. Ongoing work with an improved version of LCice will provide

a more confident assessment of the plausibility of these two features.

Finally, we assessed how the imposition of minimal capture of proxy-inferred

sea level changes during the LGI as an ensemble sieve affected the distribution of equilbrium climate responses (in the coupled
model) to a doubling of atmospheric pCO-. For our LCice 1.0 ensemble, we find a stight-upward-constraint-0.3°C increase on

the model lower bound but-a-stronereduction-of-the-upper-bound-of-warmineto1+4° OM-an Unco ained-upp

of2-:6°CHwhen the capture of LGI is imposed.
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As an initial attempt with a highly nontrival modelling system, this study has much room for improvement. Ongoing
work includes using a significantly revised version of the GSM that includes hybrid shallow shelf/ shallow ice dynamics,
explicit insolation dependence of the surface mass-balance computation, a much larger dimension of LOVECLIM ensemble
parameters, and inclusion of the Antarctic ice sheet. We are also examining options for climate model bias correction that do

not assume present-day biases remain unchanged through a glacial cycle.
An intended contribution of this study is its-ability-to foster new research about the LGI. We will-be-are making a high

variance subset of the simulations described in this paper publicly available via an online archive for other groups to use.
We especially hope that the field data community will use this archive to test, refute, and/or validate which, if any, of the
model-derived LGI trajectories (and characteristics thereof) for-Gl-are consistent with the paleo record.

le
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