
Response to Referee #1 – cp-2019-94

We are thankful to the referee for their constructive comments on the article.
We listed below our responses to the major and minor specific comments. For clarity we have 
sometimes regrouped different comments of the referee, to provide a common answer.
The comments of the referee are in blue, and our corresponding responses are below in black.

We did not directly answer the technical comments, but took them into account.

Kévin Fourteau on behalf of all co-authors

MAJOR SPECIFIC COMMENTS:

Introduction – The authors may consider adding a brief description of work that has
been done previously to estimate gas record alterations, including information about
gas age distributions (what do we expect the distributions to look like? what magnitude
of smoothing of gas records has been observed previously?).
We will further describe the work already performed on layering artifacts and smoothing in East 
Antarctica ice cores P3L7:
“For layered gas trapping, Fourteau et al. (2017) report artifacts reaching up to 50ppbv in the 
Vostok methane record during the Dansgaard-Oeschger event 17 period. For smoothing, Sphani et 
al. (2003) report a gas age distribution in the EPICA Dome C ice core dampening atmospheric 
variability faster than a few hundred years. Similar degrees of smoothing have also been reported 
by Köhler et al. (2015) and Fourteau et al. (2017) for the ice cores of  Dome C and Vostok, 
respectively.”

Methods – I understand the analytical methods are further described in the Fourteau
2017 paper, but I suggest the authors state at least briefly the analytical precision on
the CH4 measurements and any other processing of raw data that occurred. E.g., How
are the raw data calibrated? To what standard scale? Are there any corrections besides
solubility in the melt stream? I notice that the data are quite noisy (see further com-
ments about the results section), even after cleaning for layer trapping effects – please
address this. I also notice there are gaps where data are missing, but the removal of
raw data is not explained in the paper. More information about the datasets will help
to convince readers that the layer trapping artifacts are real features, not instrumental
noise.
We will rewrite the high-resolution measurements section with more detail:
“The five ice core sections were analyzed for methane concentrations using a Continuous Flow 
Analysis (CFA) system, including a laser spectrometer based on optical-feedback cavity enhanced 
absorption spectroscopy (OF-CEAS; Morville et al., 2005), at the Institut des Géosciences de 
l'Environnement (IGE), Grenoble, France. The laser spectrometer was calibrated to the NOA2004 
scale (Dlugokencky et al., 2005) using three synthetic air standards of known concentrations. The 
five ice core sections were melted at an average rate of 3.6cm/min, which resolves centimeter scale 
variations in the methane record (Fourteau et al., 2017). Yet, the measured concentrations are 
affected by the preferential dissolution of methane compared to nitrogen and oxygen in the 
meltwater (Chappellaz et al., 2013; Rhodes et al., 2013). It is therefore necessary to apply a 
correction factor to account for the solubility effect. However, this factor is a priori not known and 
potentially differs between ice core measurement campaigns depending on factors such as the air 
content of the ice, or the precise CFA set-up. The methodology for correcting for methane 
dissolution is addressed in Section 3.1 below. Using a mixture of de-ionized water and standard 
gases, the analytical noise of the CFA system has been determined to be about 10ppbv peak-to-peak



(Fourteau et al., 2017).
The obtained records present numerous gaps, ranging from a few centimeters to several meters. 
Several reasons explain the presence of such gaps. First, the space between consecutive melting 
sticks let modern air enter the CFA system, resulting in a contamination and abnormally high 
methane concentrations. Moreover, the presence of cracks and fracture in the ice might also let 
modern air enter the measured ice stick itself, also resulting in abnormally high concentrations. 
The moments of potential air intrusions were recorded during the measurement campaigns, and the 
data were screened to remove the resulting contaminations, creating gaps in the record (Fourteau 
et al., 2017). Finally, some of the ice was simply not available for this study, resulting in further 
gaps in the records. This notably explains the gap visible around the 1260m depth in the Vostok 
record (Figure 6)”

Results and Discussion – Readers may be more convinced of the conclusions if the
authors (1) explain what they see in the data more exactly and how they judge the
results to be “better” or “worse” - here I am referring to the authors’ estimations of
the gas alteration (see specific comments), (2) explain the limitations of the data more
clearly (see specific comments about data noise, data gaps, and analytical noise), (3)
more clearly explain how the GADs are derived, and why they behave differently when
applied to different ice cores and intervals, and (4) emphasize the main conclusions of
the paper more overtly.
(1): To simplify  and clarify the article we have decided to remove the calcium parametrization of 
layering artifacts model. At this point, our results are probably not robust enough to be presented in 
the paper.
We will clarify how we judge the performance of the layering artifacts model P13L15:
“The model produces layering artifacts in the expected parts of the records (mostly right after the 
onsets of DO events) and with the expected sign and amplitude. This is visible on Figures 2 to 6, 
where the layering artifacts of the records fall within the expected envelopes of the model results.” 

(2): We will clarify how we determine the presence of layering artifacts in the record, and why they 
cannot be explained by noise or contamination issues P9L1:
“In accordance with Rhodes et al. (2016) and Fourteau et al. (2017), we observe abrupt 
centimeter-scale variations in the records during periods when the atmospheric CH4 concentration 
was varying, that we interpret as layering artifacts. We identified such layering artifacts as spikes 
with widths of a few centimeters and whose concentrations are larger than the analytical noise of 
~10ppbv. Despite the effort to clean the record of modern air contamination, it is possible that some
contamination spikes remain and would then be wrongly interpreted as layering artifacts. However,
the presence of negatively orientated spikes that cannot be attributed to contamination, and the 
overall repartition of the spikes during periods of fast atmospheric methane variation confirm that 
these centimeter-scale abrupt variations are mostly due to the mechanism of layered gas trapping.”

We will add a comment on the impact of the gaps in the records on the extraction of GAD P19L6:
“The GAD extraction procedure is designed to match the CFA record and the convoluted 
atmospheric reference only where CFA data are available. We thus do not have to extrapolate the 
CFA data within the gaps of the record. However, the absence of gaps in the records would have 
reduced the uncertainty of the estimated GAD, as the extra data would have provided more 
constraints on the GAD estimation.” 

(3): We will rewrite the description of the method with more details P15L10:
“This method, designed to estimate the GAD of low accumulation records, is based on the 
comparison with a weakly smoothed record derived from a high accumulation ice core, used as an 
input atmospheric reference (see Section 3.2). The idea of the method is to find a GAD that is able 
to smooth the atmospheric reference into the low-accumulation record. We thus searched for the 



GAD that minimizes the RMSD between the CFA measurements and the smoothed version of the 
atmospheric reference. In order to have a well-defined problem in a mathematical sense, the GAD 
of the low-accumulation ice core is assumed to be a log-normal function. Such a log-normal 
distribution is fully defined by two independent parameters. Finding the best GAD to smooth the 
atmospheric reference is then reduced to the recovery of a pair of optimal parameters. Nonetheless,
log-normal distributions exhibit a large range of shapes that can adequately represent age 
distributions (Köhler et al., 2011; Fourteau et al., 2017). In order for the GAD extraction to 
perform well, it is also necessary to have a well defined gas age chronology for the low-
accumulation record, so that its methane variability is well aligned with the atmospheric reference. 
This chronology is built recursively during the GAD extraction procedure by manually selecting tie-
points, in order to be consistent with the already-existing chronology of the atmospheric reference 
(Fourteau et al., 2017).”

We will add a paragraph commenting why the DO6-9 and DO21 periods behave differently when 
smoothed P17L3:
“However, the uncertainty analysis in Section S5 of the Supplement reveals that the age distribution
extracted from the EDC96 record is poorly constrained. This indicates that the smoothing of DO6-9
period is not sensitive to the choice of GAD, and that a large range of GADs results in adequate 
smoothing for the EDC96 record. On the other hand,  the DO21 period is very sensitive to the 
choice of GAD, and fewer age distributions are able to reproduce the smoothing of the Vostok 
DO21 record. Because of its shape and its fast atmospheric rate of change (Chappellaz et al., 
2013), the first feature of DO21 is sensitive to the choice of GAD, despite a gap in the record, and 
is therefore a good discriminant between potential age distributions. On the other hand, the step-
like features of the DO6-9 record are less sensitive to the choice of GAD, which leads to a less-well 
constrained extraction of age distributions. Consequently, the distributions obtained for glacial 
Vostok (DO17 and 21 events) are also suited for the smoothing of DO6 to 9 events in EDC96, as 
seen in the lower panel of Figure 10.”

(4): We will add to the start of the paragraph P16L6:
“Our results suggest that, during the glacial period, East Antarctica ice cores are affected by the 
same level of smoothing, that can be represented with the same gas age distribution .”

We will also add to the start of the paragraph P18L1:
“Our results also indicate that the glacial and inter-glacial smoothings of East Antarctica ice cores 
are relatively similar. Indeed, [...]”

We will also add in the conclusion P24L13:
“This means that more climatic information than previously thought is preserved in East Antarctica
ice core gas records, which are thus suited to study multi-centennial atmospheric variability.”

A final point that seems missing from this paper would be some discussion about to
what extent preexisting, published records may be affected by layer-trapping artifacts
or smoothing. It would also be fitting to describe how discrete records might be affected
by these processes relative to CFA, given that discrete measurements integrate over
multiple annual layers.
 We will add more information of the discrete measurements of layering artifacts and the Loulergue 
et al. (2008) data in particular P9L8: 
“The usage of high-resolution measurements allow us to easily distinguish layering artifacts as 
abrupt spikes exceeding the analytical noise in the record. However, with a lower-resolution 
technique, such as discrete measurements, it is possible to inadvertently measure a layering artifact
without realizing that it is not representative of its surrounding concentrations, which would result 
in an anomalous point in the record.  As a particular example, Fourteau et al. (2017) pointed out 



that one of the data points of the DO8 event in the EPICA Dome C methane record published by 
Loulergue et al. (2008) might have been sampled in an early closure layer, and thus represents a 
spurious value in their record. By comparing our new high-resolution record with the one of 
Loulergue et al. (2008), we confirm that this data point does not correspond to atmospheric 
variability, and that it was sampled in a zone with a high number of early closure artifacts (see 
Figure~S5 of the Supplement). In the case where such an abrupt variation is observed with discrete 
measurements, an additional sample should be measured in the vicinity of the first sample in order 
to confirm that the variability is not due to layered gas trapping.”

MINOR SPECIFIC COMMENTS:

P2L25 – Can the authors describe these anomalous strata in more detail? How large
are they? What is the horizontal/ vertical scale? How/ why do they form?
These anomalous strata are a few centimeter thick layers. However, we do not know their horizontal
extension, as our observations are limited to the diameter of firn cores. The specific origin of these 
early/late closure strata is still an open question, although they appear to correspond to strata with 
density anomalies (Fourteau et al., 2019, In Press).

We will modify the sentence to mention density P2L20:
“However, firn is a highly stratified medium (Freitag et al., 2004; Fujita et al., 2009; Hörhold et 
al., 2012; Gregory et al., 2014) and some especially dense strata (respectively less dense strata) 
might experience early (respectively late) pore closure when compared to the rest of the firn 
(Etheridge et al., 1992; Martinerie et al., 1992; Fourteau et al., 2019).”

P3L12 – Please define a closed porosity profile.
We will modify the article P3L12 with:
“However, to estimate the gas age distribution in bubbles it is necessary to use a depth-profile of 
the progressive closure of pores in the firn, quantifying the transformation of open pores into closed
bubbles.”

P3L13 – Please explain briefly why the closed porosity profiles are associated with
larger uncertainties.
We will modify the sentence P3L13 to:
“Due to the re-opening of closed pores at the surface of the firn samples used for porosity 
measurements, such profiles of pore closure are associated with large measurement uncertainties 
(Schaller et al., 2017, Fourteau et al., 2019).”

P3L29 – In case the reader is less familiar with the topic (and perhaps is not following
your rationale), specify that the higher accumulation ice cores have significantly less
alteration of the gas records, thus approximating more closely the true atmospheric
history.
We will add the sentence P3L29:
“Indeed, gas trapping occurs faster at high-accumulation sites, which are thus less affected by both
smoothing and layering artifacts and can therefore be used to produce atmospheric scenarios with 
low levels of alteration.”

P4Fig1 – Consider including a second map panel showing the Greenland core men-
tioned in this paper (NEEM). Also consider adding markers on the map of Antarctica to
indicate other ice cores used in the paper (e.g., DE08 and Fletcher).
We will add a map showing the location of both the Greenland and Antarctic sites

Methods – A table describing each coring site with local accumulation rate, elevation,



coordinates, etc. would be helpful.
P5L4-L21 – Please include the uncertainty on the accumulation rates at each site if
available.
We will add a table describing the sites, their location, and their accumulation rates.

The AICC chronology do not provide uncertainties for the accumulation rate. We will nonetheless 
provide the variability (as standard deviation) of the accumulation over the studied sections.
Note that as the last glaciation is recorded in the upper part of the Vostok and Dome C cores, the 
thinning rate is small and the accumulation rates are thus well constrained by the chronological 
synchronization with North GRIP.

P5L18 – Strictly speaking, the CH4 excursions are associated with DO events. I sug-
gest rewording this sentence accordingly.
We will modify the sentence to:
“The CH4 excursion associated with the Dansgaard-Oeschger (DO) events 6 to 9 are included in 
this gas record (Huber et al., 2006; Chappellaz et al., 2013).”
We will also modify P5L23:
“This section was chosen as it includes the record of the CH4 excursion associated with the DO21 
event, the fastest methane increase of the last glacial period (Chappellaz et al., 2013).”

P6L5 – Perhaps say why the solubility correction might change between ice cores.
We will modify the sentence to:
“However, this factor is a priori not known and potentially differs between ice core measurement 
campaigns depending on factors such as the air content of the ice, or the precise CFA set-up.”

P6L23 – It would be helpful to see a supplementary figure showing the agreement
between the raw data and the records used for correction (WD and EDC). Earlier the
authors stated that the solubility correction could be different between cores, but now
they state the data are all corrected by about +13%. So there are no differences in
solubility between the different cores? Could the solubility change due to changes in
the dust or ion content in the ice, i.e. during an interstadial versus a stadial? Could this
affect the estimation of the smoothing?
P6L23 – 1.13 is a rather high solubility correction. Can the authors say why, or perhaps
compare to corrections used by other groups?
The dissolution coefficient found for this study varies between 1.12 and 1.14. This will be written 
clearly in the text.
As these factors are obtained  by comparing our data to already calibrated data, it is not clear 
whether these variations of dissolution factors are indicative of actual differences in dissolution, or 
just reflect small inconsistency between the different calibration data.

Changes in dissolution could either be due to a large change in air content (between high and low-
accumulation ice core for instance), or a change in the CFA set-up (for instance changing the 
geometry of the melthead). For instance, measuring the NEEM ice core at with the Desert Research 
Institute, Reno, US, CFA system lead to a dissolution of 1.079.

The 1.12 to 1.14 reported in the article are consistent with the 1.125 value that we measured for the 
Vostok ice core during the DO17 period (Fourteau et al., 2017).

We have no reason to think that there should be a difference in dissolution between stadial and 
interstadial periods, as there were no major change in climatic conditions at Antarctic sites, and 
therefore no expected variations of air content. Moreover, our data do not suggest a variation in 
dissolution between stadial and interstadials periods.



We will modify P6L23 with
“The correction factors range between 1.12 and 1.14. They are close to the value of 1.125 reported 
by Fourteau et al. (2017) for the Vostok ice core with the same IGE CFA system, but larger than the 
1.079 correction factor reported by Rhodes et al. (2013) for the NEEM ice core with a different CFA
system. This difference could to be due to the larger air content in NEEM as well as the different 
CFA systems, including the melthead geometry.”

P7L5 – Is it problematic that the atmospheric reference dataset changes below 330 m?
It seems like this point deserves another sentence of explanation or justification.
It is not problematic as the lower part of the dataset does not display fast atmospheric variations to 
be smoothed. Therefore, using a lower accumulation record do not deteriorate the quality of the 
methane composite for our application. We will add the sentence P7L5:
“ Using the low-accumulation EDC99 record for the lowest part does not deteriorate the quality of 
the composite for our application, as this part does not include fast atmospheric variation to be 
smoothed, and using a low-accumulation record is therefore appropriate in this case.”

P7L8 – Is the gas age scale for Fletcher Promontory also consistent with AICC 2012?
Please address how the age scale uncertainties affect your results, given that the
records used in your analysis are sometimes on different age scales.
The Fletcher Promontory record was synchronized with the WAIS Divide ice core with manual tie 
points. We will add the sentence P7L6:
“The dating of the Fletcher-EDC99 composite was made consistent with the WAIS Divide 
chronology by manually selecting tie points (Buizert et al., 2015)”

P7L13 – Have the authors considered using EDML, Taylor Dome, or Talos Dome data
to estimate or confirm the gradient you determined? These cores may not necessarily
fit the criteria of “weakly smoothed” and “high-resolution,” but they could still be useful.
If not, at least mention them and state why the authors didn’t use them.
Using EDML to estimate the inter-hemispheric gradient yields a value between 25 and 35ppbv, 
which is consistent with the 30ppbv used in the article.

For the article, our goal is not to provide a robust inter-hemispheric gradient, but to ensure that the 
Vostok and NEEM records are as consistent as possible. It will be made clearer in the text P7L11:
“As the Vostok and NEEM sites are located in different hemispheres, it is necessary to take into 
account the inter-hemispheric methane gradient between the two sites to make the two records as 
consistent as possible. Using the Vostok and NEEM records, we evaluated this inter-hemispheric 
gradient to be 30ppbv for the DO21 period. This value is in line with the work of Dallenbach et al. 
(2000), and has been corroborated using the EDML methane record (EPICA Community Members 
2006).

P7L14 – What spline version of the NEEM data do the authors refer to? The data I
have seen from NEEM have many gaps due to instrumentation problems, including the
CH4 peak associated with DO 21. Did the authors fit the splines themselves? If so,
please explain.
We performed the splining of the NEEM data in order to fill the missing data of the signal. It will be
added in the text P7L14 and shown in the Supplement:
“The original data of Chappellaz et al. (2013) present various gaps, that were filled by computing a
splined version of the original NEEM CFA record. The spline was chosen not to induce smoothing 
in the NEEM record and to overlap with the original dataset in parts where data already existed. It 
is shown together with the original Chappellaz et al. (2013) data in Figure S2 of the Supplement.”



DECONVOLUTION OF NEEM
P7L14-L15 - It seems like this statement about the gas age distribution comes too early.
The reader does not yet know how the authors determine the gas age distributions, so
they cannot (at least at this point) easily see for themselves how the authors have come
to this conclusion. In any case, doesn’t the need to deconvolve the NEEM dataset imply
that NEEM firn has smoothed the true atmospheric signal? Is the implied smoothing at
NEEM reasonable?
P7L18 – How much does the deconvolution increase the amplitude of the DO21
methane event in NEEM?
P7L20 – Can the authors estimate the extra bias/ uncertainty introduced by the decon-
volution of the NEEM record, including using the NEEM gas age distributions as input?
Or at least justify that it does not significantly affect the conclusions.

Yes our understanding is that the NEEM signal is too much affected by firn smoothing to be used as
the atmospheric scenario during the DO21 period for the Vostok ice core. In particular the first 
feature of the D021 is partially smoothed in the NEEM record, which means that is no longer 
representative of the atmospheric variability.
The deconvolution of NEEM is necessary to retrieve the amplitude of the first feature of the DO21. 
In order to do it we assumed that the DO21 GAD of NEEM is similar to the modern GAD of Siple 
Dome (Witrant et al., 2012), since they share a similar accumulation.
We will show in the Supplement the different deconvolution, in comparison with the non-
deconvoluted data.

To test the sensitivity of the deconvolution to the choice of the NEEM GAD, we performed several 
deconvolution with GADs corresponding to the high (Berkern Island) and low-end (South Pole) of 
the potential NEEM accumulation range. It indicates that the three deconvolutions produce similar 
atmospheric references. Moreover, the differences are almost entirely removed when the 
atmospheric references are smoothed with a glacial East Antarctica age distribution.

We have also performed the GAD extraction procedure for each of the three deconvolutions. The 
resulting GADs are similar to each other, and fall within the uncertainty range provided in the 
sensitivity analysis Section S5 of the Supplement.

We will rewrite the end the atmospheric reference section, starting P7L14:
“Yet, we observed that the NEEM record cannot be directly used as an atmospheric input for the 
DO21 period. As explained in Section S2 of the Supplement, the first feature of the DO21 event 
(around the 1260m depth in Figure 6) is partially smoothed in the NEEM record. To retrieve the full
amplitude of this fast event, we used the deconvolution technique described in Witrant et al. (2013) 
and Yeung et al. (2019). To be applicable this method needs as input the gas age distribution 
responsible for the smoothing of the NEEM record. For this, we chose the age distribution 
estimated with a gas trapping model at the modern site of Siple Dome which has an accumulation 
10.8cm ie yr-1 (Witrant et al., 2012), similar to the accumulation of NEEM during the DO21 period
(around 11.3cm ie yr-1 , Rasmussen et al., 2013). In order to test the sensitivity of our results to the 
deconvolution step, we performed several deconvolutions with age distributions of modern sites 
ongoing accumulation values above and below the range of potential NEEM accumulations during 
the DO21 period. The results are presented in Section S2 of the Supplement and indicate that the 
deconvolution of NEEM is well constrained, and only weakly depends on the specific choice of the 
age distribution. The effect of the deconvolution is mainly to increase the amplitude of the fast 
feature at the onset of the DO21, which in turn increases the consistency between the NEEM and 
Vostok methane records.”



We will also rewrite the section of the Supplement SP1L1:
“In the main article we use high-resolution methane records as input atmospheric scenarios to 
study the smoothing of low-accumulation records. However, high-accumulation records can only be
used in such a way if the fast variability is well preserved and not affected by smoothing. In the case
of NEEM, this appears not to be the case. It can be seen in Figure S2 that it is not possible to find 
an age distribution to transform the NEEM record into the Vostok DO21 record. In particular, it is 
not possible to reproduce the Vostok record during the first feature of the DO21 event (1260m depth
in the record), as the magnitude of methane peak is not high enough in the NEEM record. It means 
that in this case, NEEM cannot be directly used as the input atmospheric scenario. This suggests 
that the NEEM scenario needs to be deconvoluted first, to retrieve the full atmospheric variabilty.
To do this, one needs to assume an age distribution for the NEEM methane record. During the 
DO21 period, the NEEM accumulation has been estimated to be between 10.4 and 13cm ie yr-1, 
with an average value of 11.3cm ie yr-1 (Rasmussen et al., 2013). We therefore chose to use the age 
distribution estimated at the modern site of Siple Dome (10.8cm ie yr-1, Witrant et al., 2012). In 
order to test the sensitivity of the results to the choice of GAD, we also performed the deconvolution
with the age distribution of South Pole (8.0cm ie yr-1) and Berkner Island (14.1cm ie yr-1, both 
accumulations from Witrant et al., 2012). The three deconvolutions produce the atmospheric 
scenarios displayed as solid lines in Figure S3. When these three scenarios are smoothed by the 
glacial distribution chosen in Section 3.4.2 of the main article, they result in similar low-
accumation records, displayed as dashed lines in Figure S3. We also performed the gas age 
distribution extraction procedure of Section 3.4.1 of the main article, and found similar gas age 
distributions (within uncertainty range) using the three deconvolutions as atmospheric references. 
It indicates that our results weakly depend on the particular choice of GAD for the deconvolution of
the NEEM record.”

(1) Could NGRIP be used instead of NEEM? Would the NGRIP record also need to be deconvolved
to be consistent with Vostok at DO21?
The NGRIP discrete data do not resolve the first feature of the DO21 as well as NEEM. We tested 
the use of NGRIP, but even after deconvolution, the NGRIP as atmospheric references result in a 
small underestimation of the magnitude of the first feature of the DO21.

(2) Can the authors say more about why there is a need to deconvolve the NEEM signal
while other reference datasets appear to work without the deconvolution? 
Our understanding is that we do not need to deconvolve the WAIS and Fletcher records as these two
sites have higher-accumulation of 15 and 20 cm/yr, respectively. Moreover, the DO21 event is more
sensitive to smoothing, which also means that it is more likely to be affected in the high-
accumulation record.

(3) I can’t help but notice there are actually not any new CFA data at 1260 m in Vostok. There is
a large data gap between 1260-1261 m or so. So the authors are assuming the height
of the CH4 feature there? How did they do this?
The GAD extraction procedure only takes into account the part of the record where CFA data is 
available. In the case of the DO21, the choice of the GAD is made to match the flanks of the first 
features, as well as the second large methane increase. We therefore do not have to assume what is 
the Vostok signal in the gaps. However, the presence of gaps in the data remove constraint for the 
determination of the GAD. This might lead to larger uncertainty range on the final GAD.
We will add P15L19:
“The GAD extraction procedure is designed to match the CFA record and the convoluted 
atmospheric reference only where CFA data are available. We thus do not have to extrapolate the 
CFA data within the gaps of the record. However, the absence of gaps in the records would have 
reduced the uncertainty of the estimated GAD, as the additional data would have provided more 
constraint on the GAD estimation.”



Section 3.2 – A table showing which atmospheric reference is paired with which new
dataset would be helpful. Additional information such as the age scale of the atmo-
spheric reference dataset, the time interval, the measurement technique used, the
resolution of the data, the accumulation rate at the core site, and any treatments to the
reference dataset (e.g., spline fit, deconvolution) could also be listed.
These information will be put in the sites' table.

P8Fig2 – Legends on this figure and others would be very helpful. Please label the
events in the figures (e.g., DO6, DO7, DO8, etc.). Why are there data gaps in the new
CFA records? For this figure and others that follow, plotting the atmospheric reference
on depth is very confusing. The depths are obviously not the same in the reference
core as for the new data – they are from different cores.
P8Fig3 – See comments about Figure 2 with respect to plotting the reference records
on depth.
We will modify the figures of the article to put the gas age scale as the main axis. We will use the 
secondary top-axis as the low-accumulation ice core depth scale.
We will label the different DO events, as well as the 8.2 ka event, in the figures.

The gap in the records corresponds to sections that could not be measured, either because the ice 
was unavailable, or because the ice was too broken to be cut into CFA sticks. This will be explained 
in the methods section.

P9Fig5 – For this figure and for others, the reader must follow multiple cross-references
to different captions in order to understand what is being plotted. Consider adding
legends to the figures for clarity, or writing full captions for each figure rather than
cross-referencing.
We will add legends to the figures.

P9Fig5 - Please explain how one can measure a layer-trapping artifact that is higher in
CH4 concentration than any measured value during DO8? I’m referring to the highest
light blue value in Figure 5 near 740 m.
After investigation this section appears to correspond two ice cores sticks with internal cracks (that 
were observed and reported in our measurement campaign log book). Because of these internal 
cracks, modern air can enter the system and lead to abnormally high methane values. This type of 
contamination is normally removed from the dataset, but this one was not detected and was let in 
the final dataset. As this section appears to be contaminated by modern air, we have removed it 
from the dataset.
Moreover, the section is about one meter long, and therefore cannot correspond to a layering artifact
that is typically a few centimeters thick.

P9L2 – This is the first mention of the analytical noise. Consider putting this in the
methods section where the authors discuss the analytical technique.
We will put in the description of the CFA “Using a mixture of de-ionized water and standard gases, 
the analytical noise of the CFA system has been determined to be about 10ppbv peak-to-peak 
(Fourteau et al., 2017)”.

P10L5-8 - This is a very fundamental and robust conclusion – that late close-off artifacts
are rare relative to early close-off artifacts. What does that mean for the GADs? Is there



a connection?
The GAD in late closure layers might indeed be affected. As the trapping will be spread over a 
shorter period of time, we might expect a narrower GAD in late closure layers. However, we are not
able to  quantify or observe this effect at this point.

P11L3 – What about Na+ or other ions? How good is the assumption that Ca2+ is a
predictor of total ion content?
The high-resolution Lambert et al. (2012) dataset only includes mineral dust and calcium (which is 
largely dust-derived), so we cannot test the potential influence of Na+ or other major ions.
However, the study of Hörhold et al. (2012) has highlighted the link between calcium variability 
and deep firn stratitification in several firn cores from Greenland and Antarctica. Fujita et al. (2016) 
show that calcium is correlated with several ions including Na+, K+, Cl-, and F-.  We will modify 
the text of the article to emphasize that calcium variability can be used as a proxy for density 
variability, but that there is not necessarily a causal link between the two P10L18:
“ We chose to focus on calcium since high resolution data are readily available and since Hörhold 
et al. (2012) observed a correlation between the calcium variability and the density variability of 
firn. However, as pointed out by Hörhold et al. (2012) and Fujita et al. (2016), it does not entail 
that calcium is the ion responsible for the establishment of deep firn stratification. Indeed, calcium 
is correlated with other ion species that could be the cause for the preferential densification of some
firn strata (Fujita et al., 2016).”

P11L6 – How many volcanic markers are there common to both cores in the depth
intervals relevant here?
The information will be added in text “The depth difference between the EDC96 ice core, in which 
the methane measurements were performed, and the EDC99 ice core, in which the calcium 
measurements were performed, was taken into account using 18 individual volcanic markers 
(Parrenin et al., 2012)”

P11L10 – Exactly how are the layer trapping artifacts identified? This should be ex-
plained more clearly, possibly in the methods section. How can the authors be sure
these are not analytical artifacts?
In this case we identify them manually, by searching for abrupt centimeter-scale methane variations 
with amplitude of more than 10ppbv (thus larger than analytical noise). For negatively orientated 
artifacts, we know that they cannot be caused by contamination during measurements, and we can 
therefore safely assume that they correspond to low methane concentrations in the ice. Positively 
orientated values can be mistaken with the intrusion of laboratory air in the CFA system. That is 
why, when an intrusion might occur in the system during measurements, it is recorded and later 
cleaned from the data. It however remains possible that non-cleaned intrusions remain in the 
system, and are mistakenly identified as layering artifacts. However, the positions of the positive 
spikes that we observe are near periods of atmospheric variations, which is consistent with the 
mechanism of layered gas trapping, and suggests that most of them are layering artifacts and not 
contaminations.

As explained in the Major Comments Section, we will modify the article P9L1:
“In accordance with Rhodes et al. (2016) and Fourteau et al. (2017), we observe abrupt centimeter-
scale variations in the records during periods when the atmospheric CH4 concentration was 
varying, that we interpret as layering artifacts. We identified such layering artifacts as spikes with 
widths of a few centimeters and whose concentrations are larger than the analytical noise of 
~10ppbv. Despite the effort to clean the record of modern air contaminations, it is possible that 
some contamination spikes remain and would then be wrongly interpreted as layering artifacts. 
However, the presence of negatively orientated spikes that cannot be attributed to contamination, 



and the overall distribution of spikes during periods of atmospheric methane variation confirm that 
these abrupt variations are mostly due to the mechanism of layered gas trapping.”

P11L20 – Do the DO17 data also show a high number of layer artifacts?
As explained above, we have decided to remove the calcium parameterization from the layering 
artifacts model because it's use is supported by very limited data. We will explain in the manuscript 
that simultaneous high resolution measurements of chemical tracers and methane in the same ice 
core sections are needed to investigate the effect of chemistry on layered gas trapping.

P11L26 – What do the authors mean by the “bulk behavior?” How is that defined?
By bulk behavior we mean the average meter-scale behavior of firn, with centimeter scale variations
smoothed out. We will reword the whole text to remove the work bulk.

P12L14 – How sensitive is the model to the assumed densification rate?
A halving of the densification rate results in a doubling of the depth closure anomalies and age 
anomalies. In this case, the zones of layering artifacts (blue and yellow envelopes in Figure 2 to 6) 
would stretch further, resulting in layering artifacts being present in parts where they initially were 
not.
Note that a detailed sensitivity analysis of the layered gas trapping model is provided in the 
Supplement of Fourteau et al. (2017).

P13L6 – I don’t see a “clear underestimation” of the layering artifacts for DO events 7
and 8 in Figure S4. Please clarify what the authors see in the data.
It would be helpful to also plot the reference records in the upper panels of these plots
so readers can compare how the data look relative to the better record of atmospheric
history.
P13L9 – I don’t understand which visual results the authors are judging to be correct
here, so the 1.5 factor seems arbitrary.
What we meant is that while the model predicts that artifacts should not be present above 749m 
(end position of the blue envelope), we observed a few layering artifacts past that point in the 
EDC99 record. It suggests that some early closure layers might have closure depth anomalies larger 
than what is predicted by the model. In order to account for this observation we added the 
enhancing factor, that what empirically set to 1.5. This was done to improve the position of the 
artifacts predicted y the model.

However, we are aware that this point is not robust as it is only based on the observation of a few 
layering artifacts. As this enhancing factor only marginally improves the model, we have decided to
remove it from the article. We will present the model without this modification, as it is able to 
adequately predict the position and amplitude of most layering artifacts, even though improvement 
could still be made.

P14L3 – How is the analytical noise estimated?
During the cleaning procedure, the analytical noise is estimated by computing the Normalized 
Median Absolute Deviation (NMAD) of the data. This will be added in the text:
“Then, the analytical noise is estimated using the Normalized Median Absolute Deviation of the 
data (NMAD, Rousseeuw et al., 2011;  Fourteau et al., 2017). The data are clipped above 2.5 times 
the value of the NMAD, in order to trim a part of the artifacts.”

Please note that we will also provide additional information on how the cleaning procedure 
operates, notably by pointing out that it works in a recursive way to progressively trim the artifacts. 
We will add P27L13:
“Hence, to clean the new three methane signals presenting layering artifacts (EDC96, EDC99 and 



Vostok) we use a recursive cleaning procedure similar to the algorithm described by Fourteau et al.
(2017). Briefly, this cleaning algorithm starts by estimating a smooth signal that should represent 
the measured signal free of layering artifacts and analytical noise. For this purpose, a running 
median is first computed to remove the layering artifacts while minimizing bias. Then, the signal is 
smoothed with a binned average, and interpolated back to high resolution using an interpolating 
spline. Then, the analytical noise is estimated using the Normalized Median Absolute Deviation of 
the data (NMAD, Rousseeuw et al., 2011;  Fourteau et al., 2017). The data are clipped above 2.5 
times the value of the NMAD, in order to trim a part of the artifacts. The algorithm is then looped 
until the signal is determined to be free of layering artifacts. The signal is considered to be free of 
artifacts when the NMAD (estimation of noise without the layering artifacts) and the standard 
deviation (estimation of noise with the layering artifacts) are similar (Fourteau et al., 2017). This 
recursive method produces a progressive removal of the layering artifacts.”

P14L5 – Here (in the Holocene data) I can’t help but question if the authors have
actually identified real layer trapping artifacts or just the outlier analytical noise. Can
they really distinguish? Please provide some justification.
The spikes visible in the middle of the record (~323m) are much larger than the analytical noise, 
and are systematically oriented toward high-value. They are therefore unlikely to be simply 
analytical noise. For the rest of the record, where the signal is barely trimmed, we agree that is the 
removed data are simply analytical noise. We will clarify P14L5: 
“This procedure was successfully applied to the Holocene section of EDC99, that only exhibits a 
few artifacts near the depth 323m. Note that the cleaning algorithm also removes a small part of 
the analytical noise. However, this small removal of the analytical noise is negligible and does not 
influence our conclusions.”

P14L11 – Please justify why providing a manually specified artifact-free signal is not
circular. If the authors can visually identify the artifacts so straightforwardly, why then
is it necessary to run the algorithm at all?
The algorithm is not meant to help us identify the artifacts, but to remove them from CFA data set. 
Such tasks could be done purely manually, but will be lengthy and cumbersome due to the large 
amount of data in the CFA signals. We will make this point clearer P13L26:
“As the layering artifacts can be visually distinguished, it would be possible to remove them 
manually from the data. However, such procedure would be cumbersome due to the large amount of
CFA data points. Hence, to clean the new three methane signals presenting layering artifacts 
(EDC96, EDC99 and Vostok) we use a recursive cleaning procedure similar to the algorithm 
described by Fourteau et al., 2017).”

For the case of EDC99 and Vostok, we rely on the algorithm to estimate the analytical noise, and 
perform the progressive trimming of the data. Our goal is to still have a mostly-automated process 
to clean the data, and to ensure consistency with the other records. We will add P14L13:
“The rest of algorithm then proceeds as normal, which allows us to use the automated 
determination of analytical noise and cleaning of the data. This also ensures a better consistency of
cleaning between the different CFA datasets.” 

P17L6-10 – This seems like the main point of this paragraph and possibly one of the
more important conclusions of the paper. Consider starting the paragraph with this
sentence and filling in the details thereafter.
We will modify the text, starting P16L6 with :

“Our results suggest that, during the glacial period, East Antarctica ice cores are affected by the 
same level of smoothing, that can be represented with the same gas age distribution. We produced 



two new glacial period gas age distributions (EDC96 DO6-9 and Vostok DO21), that are to be 
added to the previously published GAD obtained for the Vostok site during the DO17 event using 
the same GAD extraction method (1.3cm ie yr-1 accumulation rate; Fourteau et a 2017). These 
three age distributions of East Antarctic sites under glacial conditions are displayed in the right 
panel of Figure 9. The smoothing they induce is represented for the DO6 to 9 and DO21 events in 
Figure 10. It appears that the two Vostok distributions lead to a similar smoothing. On the other 
hand the GAD obtained for EDC96 for the DO6-9 events is significantly broader than the Vostok 
ones and results in a stronger smoothing, especially visible at the onset of the DO21 event. This is 
surprising as the Vostok DO21 and Dome C DO6-9 records have the same accumulation rate, and 
should therefore present similar age distributions.
However, the uncertainty analysis in Section S5 of the Supplement reveals that the age distribution 
extracted from the EDC96 record is poorly constrained. This indicates that the smoothing of DO6-9
period is not sensitive to the choice of GAD, and that a large range of GADs results in adequate 
smoothing for the EDC96 record. On the other hand,  the DO21 period is very sensitive to the 
choice of GAD, and fewer age distributions are able to reproduce the smoothing of the Vostok 
DO21 record. Our understanding is that because of its shape and its fast atmospheric rate of 
change (Chappellaz et al., 2013), the first feature of DO21 is sensitive to the choice of GAD, 
despite a gap in the record, and is therefore a good discriminant between potential age 
distributions. On the other hand, the step-like features of the DO6-9 record are less sensitive to the 
choice of GAD, which leads to a less-well constrained extraction of age distributions. 
Consequently, the distributions obtained for glacial Vostok (DO17 and 21 events) are also suited 
for the smoothing of DO6 to 9 events in EDC96, as seen in the lower panel of Figure 10. This 
suggests that the smoothing of the three glacial records are similar, and that the three ice core 
therefore encloses similar gas age distributions. We thus propose to use a common gas age 
distribution to represent the smoothing in ice cores with accumulations below 2 cm ie yr-1. The 
distribution proposed by Fourteau et al. (2017) is a good candidate for this common distribution, 
as it reproduces well the smoothing in the EDC96 DO6-9 record and the Vostok DO17 and 21 
records. Moreover, its shape is a compromise between the two other glacial GADs proposed in this 
article (right panel of Figure 9).”

P17Fig10 – I’m still having trouble understanding how the atmospheric references can
be plotted on the depth scale of a different ice core. Also consider plotting the atmo-
spheric reference in dashed orange lines to be consistent with previous figures.
We will modify the x-axis and change the color of the atmospheric reference.

P17Fig10 - I would like to see more discussion of why the various GADs estimate the
smoothing of DO6-9 similarly well, but they have larger discrepancies for DO21.
The DO21 event is better suited to distinguish between GADs because the smoothing of its first 
feature is more sensitive to the choice of the GAD. On the other hand, the DO6-9 events are less 
sensitive to smoothing, and different GADs produce relatively similar smoothed signal.
It will be made clearer in the text (see our comment P17l6)

P18Fig11 – Again the reference is plotted on depth, which is very confusing without
further explanation. Consider plotting in dashed orange to be consistent, similar to
previous comment.
The requested modifications will be made.

P19L2 – How does the skew relate to the firn? What’s the physical reason for the
skew?
The skewness suggests that most of the trapping occurs at the very bottom of the firn, that is to say 
that a large part of the porosity rapidly transitions from a open to closed ice. However, we do not 



have any  independent observations to confirm this phenomenon.

P19L8 – Can the authors explain this conclusion further? Readers may think synchro-
nizing to a high-accumulation record would increase the accuracy of the gas chronol-
ogy.
Synchronizing to a high-accumulation record indeed increases the accuracy of the gas chronology, 
because the chronologies of high-accumulation records are better constrained. What we mean is that
to take full advantage of the precise chronology of high-accumulation records, one has to perform 
the synchronization on signals with similar degrees of smoothing (by convolving or deconvolving 
the signals), in order not to be affected by phase shift effects. Please note that smoothing a high-
accumulation record do not deteriorate its chronology.

We will clarify the text P19L8: 
“To produce consistent chronologies, the synchronization should be performed on signals with a 
similar degree of smoothing (either by convolving the higher-accumulation record or deconvolving 
the lower-accumulation one). Otherwise, the phase shifts should be taken into account in the age 
uncertainty estimates.”

P21Fig12 – The artificial depth scale is confusing, can you explain where it comes
from?
It is a relative depth scale. As this is a synthetic signal, we cannot produce an absolute depth scale. 
The figure will be redrawn. We will add in the text P20L7:
“As this is a synthetic signal, we plotted the data on a relative depth scale, whose zero was 
arbitrarily set in the record.”

PS1Fig1 - Again the NEEM reference data are plotted on the same depth scale as the
Vostok DO21 data, which is confusing.
We will modify the x-axis.

PS1Fig1 - I think a problem with the point the authors are trying to make here is that
there is a large data gap at the onset of DO 21. The full magnitude of the CH4 rise in
the Vostok DO21 record is not technically resolved
As explained in the answer to the comment (3) of Section 3.2, the fact that the CFA measurements 
do not resolve the full peak is not problematic, as the choice of the GAD is made to match the rest 
of the signal.


