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Since I am not necessarily familiar with this field, I cannot evaluate scientific signif-
icance. However, as far as I have read, this paper is mathematically rigorous and
well-written. I have not yet completely checked the entire manuscript. Since the dead-
line has come, I am listing some minor points which I’ve noticed for now. Maybe I will
add some comments later.

1. 3rd paragraph in Section 1: Scale-dependent correlations could be treated by the
Gaussian process model (e.g., Rasmussen and Williams, 2006), which is also
known as the kriging model in spatial statistics. It might be helpful to compare
the proposed spectral approach with the Gaussian process approach if possible.
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2. It would be convenient if the definition of the function fs is displayed on a separate
line because this function is referred to later.

3. The definition of the operator ‘∗’, which is used in Eq. (4), is missing, although I
understand it normally denotes convolution.

4. The meaning of the superscript (j) in Eq. (5) is not clarified until Eq. (9). It should
explicitly be explained around Eq. (5).

5. If I understand correctly, p(ε) can also be written as

p(ε) =
1
τpνc

∞∑

k=−∞
Π(ε− kν−1

c ; τp)

and this form would be helpful to understand the sentence from L. 178 to L.
180. By the way, it seems to me the statement in L. 178 is not strict. In my
understanding, p(ν−1

c /2) = 0 if τp < ν−1
c and p(ν−1

c /2) = 2 if τp = ν−1
c . This might

be fixed by modifying the definition of Π in Eq. (3).

6. The shape of the PDF in Eq.(18) seems to be quite unnatural. It might be worth
considering to use another widely used PDF for cyclic variables such as the von
Mises distribution if possible.

7. I do not understand what the authors mean in the sentence from L. 338–340, and
I cannot follow why C(ν = 0) = 1 holds.

8. L. 356–357: I would suggest this sentence should be written in an equation, and
I think it could be used for deriving Eq. (49). I cannot take how Eq. (48) is used
for obtaining Eq. (49).

9. Around Eq. (50), it should be recalled what FX,n and WX,n mean. It is hard to
find their meaning described in Page 10 when reading Page 16.
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10. I do not understand how Eqs. (11) and (12) yield Eq. (53).

11. I think Eqs. (31) and (52) are also required for obtaining Eq. (55).

12. It would be helpful to display Eq. (1) again at the beginning of Section 3.2.

13. L. 431: The definition of Y (j)
n is not given.

14. It would be helpful if it is explained in detail how the parameters in Table 1 are
chosen. I wonder whether the parameters can be estimated on the basis of some
criterion such as the cross validation error or they are given according to some
standard choice. I also wonder how sensitively results can be affected by the
uncertainty of the parameters.
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