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Abstract. Past, present and future biomes in Beringia, a region including Alaska and Eastern Russia, were simulated using an 

equilibrium vegetation model, BIOME4 and a statistical downscaling method in order to illustrate their geographical and 

temporal changes. Outputs form five CMIP5 models were utilized to represent the climate for four time periods, i.e., the Last 10 

Glacial Maximum (LGM; 21ka), the mid-Holocene Optimum (6ka), the modern period, and the near future (the end of this 

century under a RCP8.5 scenario). Present-day biome simulations were generally consistent with current vegetation 

observations in the study region. Pollen samples indicate that the Bering Land Bridge was covered almost entirely by cushion-

forb and graminoid tundra during the LGM, whereas the paleoclimate simulations show large across-model variations in this 

region. Three out of the five models’ climate data produce evergreen and deciduous taiga at 21ka in what is now southwestern 15 

Alaska and southeastern Bering continental shelf. The 6ka simulations are in better agreement with pollen-based distributions 

of biomes. Future simulations show a general northward shift of biomes, including intrusions of cool and warm-temperate 

mixed, and cool coniferous forests above 60°N, especially in southwest Alaska.  

1 Introduction 

1.1 Arctic Climate-Vegetation-Permafrost Interaction 20 

The Arctic is a complex system governed by interactions between individual components including the atmosphere, terrestrial 

ecosystems, cryosphere, and ocean. The Arctic climate is characterized by large spatial variability and extreme annual 

temperature ranges, which are controlled by incoming solar radiation over the year (Serreze and Barry, 2014; Arctic Climate 

Impact Assessment (ACIA), 2005). Because cooler air is capable of holding less water than warmer air, precipitation in the 

Arctic is generally low (NSIDC, accessed on March 22, 2018) and varies across locations: e.g., from the Alaskan panhandle 25 

to high Arctic regions (Bieniek et al., 2012).  Arctic vegetation is an integral part of the Arctic system that is controlled largely 

by temperature and length of growing season (Chapin and Körner, 1995; Chapin et al., 1992; Circumpolar Arctic Vegetation 

Map [CAVM] Team, 2003). Ambient conditions also influence the survival and succession of the vegetation in the terrestrial 

Arctic. It is widely recognized that climate, vegetation, and permafrost constitute a tightly coupled system in the cryosphere, 
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which is characterized by a large temporal spectrum of interactions, including thresholds associated with the phase change 

between liquid and frozen water. Permafrost, defined as ground that is subject to temperatures at or below freezing for at least 

two consecutive years (van Everdingen, 2005), underlies the majority of the circum-Arctic region (Saito et al., 2013a; 

Callaghan et al., 2011; Romanovsky et al., 2010, 2017; Zhang et al. 1999). Permafrost is modified or controlled by surface 

conditions (Walker et al., 2003; Cannonne et al., 2006; Shur and Jorgenson, 2007; Saito et al., 2013a). The type of vegetation 5 

can alter subsurface thermal regime and thickness of active layer (i.e., top ground layer that thaws seasonally) in the Arctic 

(Walker et al., 2003), as well as in Antarctica (Cannonne et al., 2006). Soil layers with high organic carbon content (i.e., peat 

layers) form in the boreal or tundra regions. Dense plant canopies and/or thick soil organic horizons provide extra insulation. 

In turn, the presence of permafrost strongly affects vegetation by providing a physical foundation for roots and a higher ground 

water level, albeit with colder soil temperatures. A vegetation shift, either natural or anthropogenic, at a given point may help 10 

to maintain or degrade the permafrost layer through subsequent thickening or thinning of the organic layer. The type of 

permafrost and ambient conditions can also determine how permafrost will react to changes in vegetation. Other factors that 

impact permafrost include elevation, slope, aspect, snow cover, bodies of water, and infrastructure (Romanovsky et al., 2010, 

2017; Callaghan et al., 2011; Saito et al., 2013a). Arctic regions are more sensitive to climate change than the lower and middle 

latitudes (IPCC, 2013).  15 

1.2 Past Climate 

Over the Late Quaternary period, from the latter part of the Late Pleistocene (126 thousand years ago to 11.7 thousand years 

ago) and Holocene (11.7 thousand years ago to the present), the earth has experienced large changes in climate driven primarily 

by changes in the orbital parameters of the earth-sun system. These climate changes influenced both the vegetation and 

permafrost distributions. Much of the permafrost present today formed in the Late Pleistocene glacial period and persisted 20 

through deglaciation periods (Frenzel et al., 1992; French, 2007; Saito et al. 2013b).   

1.2.1 Last Glacial Maximum 

The Last Glacial Maximum (LGM), or 21 thousand years ago (ka) as the corresponding timeframe for the simulations, was a 

period of widespread ice advance (Ehlers et al., 2011), although in Beringia (the region between the Mackenzie River in the 

east to the Verkhoyansk mountains in the west), ice advance was generally limited to alpine regions. (Fig. 1).   Ice advance 25 

was limited by a combination of low moisture availability and possibly warm summers (Briner and Kaufman, 2008). 

Vegetation across Beringia was a sparse graminoid-rich tundra with few shrubs (Bigelow, 2013; Anderson et al., 2004; Lozhkin 

and Anderson, 2007).  However, local and regional temperature and moisture gradients probably resulted in a mosaic of more 

and less abundant vegetation, depending on variables such as summer warmth, moisture availability, and ground surface 

disturbance.  Loess production from the glacially-fed streams was high, although loess deposition was relatively low as the 30 

vegetation was not an efficient sediment trap (Muhs et al., 2003).  Pleistocene sand seas were active and widespread across 

Alaska (Hopkins, 1982) and lakes were virtually absent in the driest regions.  There was probably a moisture gradient from 
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the arid east to the less arid west, as pollen records hint at increased abundance of relatively mesic taxa in western localities 

(Bigelow, 2013).  In addition, vegetation and beetle records from the terrestrial sediments on the now submerged central 

Beringia, indicate a  relatively mesic environment there (Elias and Crocker, 2008; Elias et al., 1997), although dating 

uncertainties (mesic samples could in fact date to a younger time period) confuse interpretations.   

 5 

In eastern Beringia, temperature reconstructions based on pollen (Viau et al., 2008) and chironomids (Kurek et al., 2009) 

indicate a modest 2-4ºC depression in summer temperatures.  General circulation models (GCMs) suggest temperatures in 

Beringia were 5°-10°C cooler for all seasons of the year, with coolest regions adjacent to ice sheets; modelled precipitation 

was more arid than today, with annual precipitation 18-35 cm less than modern (https://pmip3.lsce.ipsl.fr/; PMIP 3 Home >  

Model Database > Maps > 21K).  10 

1.2.2 Mid-Holocene 

By the mid-Holocene (similarly, 6ka for the simulations), sea level and the locations of the coastlines were similar to the 

present.  CO2 concentrations had increased to about 280 ppm. Parts of the northern hemisphere (especially Europe and eastern 

North America) were warmer than modern as measured by changes in temperature-sensitive proxies from both marine and 

terrestrial sites (Kaufman et al., 2004; Bartlein et al., 2011; Renssen et al., 2012).  In Beringia, however, there is little to suggest 15 

increasing warmth during the mid-Holocene.  The vegetation is similar to modern and there is no evidence of a tree-line 

advance (Bigelow et al., 2003).  Temperature reconstructions based on pollen data show a similar pattern with muted, if any, 

warming in Beringia and 70% of the Beringian pollen sites reconstruct summer temperature as not significantly different from 

today (Bartlein et al., 2011).  The PMIP3 ensemble map, based on a suite of 14 GCMs, indicates slightly warmer summers 

(max 1ºC warming) and slightly cooler winters (max 0.5ºC cooling) in Beringia relative to today, resulting in a mean annual 20 

temperature that is similar to modern; precipitation for the same GCM suite was similar to modern throughout the year 

(https://pmip3.lsce.ipsl.fr/; PMIP 3 Home > Model Database > Maps > 6K). 

1.3 Content of the paper 

This study attempts to understand the sensitivities of Arctic vegetative distributions to climate forcings of the past and how 

Arctic vegetation distributions could potentially change in the future with a changing climate.  We do so by comparing the 25 

Arctic flora simulated by an equilibrium biome model (BIOME4, Kaplan et al., 2003) for three historical periods in the late 

Quaternary (the Last Glacial Maximum, the Holocene Optimum, and the modern day) and a future projection. In this paper, 

we will show the evolution of vegetation in the Bering land bridge region simulated by a global equilibrium biogeochemistry-

biogeography model (BIOME4) driven by the outputs from five GCMs for the late Quaternary period and near-future. After 

providing the methodologies of this study, we will show the results of the historical vegetation simulations and their validation 30 

with the historical records (i.e., pollen data). We then present a future projection for to assess the potential vegetative impacts 
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of climate change under a business-as-usual scenario. A sensitivity analysis of the biome model follows in order to understand 

the major driving factors of the vegetation change, including a discussion of implications for feedbacks to high-latitude climate.  

2. Methods 

2.1 Study Region 

The study region (Fig. 1) was defined as the land area bounded by 50°N (southern limit), 80°N (northern limit), 140°E (western 5 

limit), and 120°W (eastern limit). These boundaries encompass Beringia, which experienced large changes in climate, 

geography, and vegetation during the Quaternary (Hopkins et al., 1982; Kaplan et al., 2003; Bigelow et al., 2003). All of the 

biome simulations were performed on a grid of points with 0.5° by 0.5° resolution. Land areas are defined as those grid cells 

in which the land surface fraction is greater than fifty per cent. Although the coastlines thus defined are rougher than the actual, 

the modelled coastlines approximated the land areas reasonably well at the prescribed resolution. For the LGM simulations, 10 

the land areas expanded due to drop of sea level, which was assumed to be 127 m (Clark and Mix 2002; Milne and Mitrovica 

2008) The LGM shoreline is drawn by thick line in Figure 1a.  

2.2 Climate Data 

The baseline modern climatology was compiled from the University of Delaware temperature and precipitation data (Matsuura 

and Willmott, 2009a, 2009b) and the European Center for Medium-range Weather Forecasts’s (ECMWF) ECMWF 15 

Reanalysis-40 (ERA-40) solar radiation data (Uppala et al., 2005). Long-term monthly mean values of temperature and 

precipitation (version 2.01) were compiled by the University of Delaware from global station data (Matsuura and Willmott, 

2009a, 2009b). The temperature and precipitation climate data were available at a 0.5°×0.5° resolution. Monthly means of 

daily values of solar radiation data from ECMWF’s ERA-40 (1957-2002), originally at a 2.5°×2.5° resolution, were 

interpolated to the same 0.5°×0.5° grid as the temperature and precipitation data. The modern-day observational climatology 20 

was based on the data for the years 1959 – 2000. 

 

Climate model output from the Coupled Model Intercomparison Project Phase 5 (CMIP5, Taylor et al., 2012) and Paleoclimate 

Modeling Intercomparison Project Phase 3 (PMIP3, Braconnot et al., 2012) was obtained through the Earth System Grid 

Federation portal (Table 2.1). All GCM output was interpolated to 0.5°×0.5° globally. The models used in this project were 25 

chosen based on the climate variables available for each of the four time slices so that the same variables from each model can 

be used for consistency. There were five models with the required output available: CCSM4 (Gent et al., 2011); GISS-E2-R 

(Schmidt et al., 2014); MIROC-ESM (Watanabe et al., 2011); MPI-ESM (Brovkin et al., 2013); MRI-CCSM3 (Yukimoto et 

al., 2012). The variables used are surface air temperature, precipitation, surface downwelling shortwave radiation, and surface 

down-welling clear-sky shortwave radiation. The pre-industrial era (AD 1850) is used as a baseline for the impacts that humans 30 

have had on climate.   
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The lengths of the model simulations used here varied with the availability of the output from the various models.  Table 1 

shows that the paleo simulation periods ranged from 25 to 301 years, while the pre-industrial simulations ranged in length 

from 25 to 500 years. For the future simulations under the Representative Concentration Pathways (RCP) 8.5, three GCMs 

(CCSM4, MIROC-ESM, MRI-CGCM3) provided climate data for the entire 21st century up to 2100.  In these cases, the data 5 

were averaged over the whole period. MPI-ESM climate data were for the latter part of the 21st century, from 2070 – 2100, 

and GISS-E2-R climate data were for the early part of the 21st century, from 2006 – 2025. However, the use of different time 

periods precludes a systematic comparison of the across-model changes, as the late-century forcing is considerably stronger 

than the early-century forcing in the RCP 8.5 scenario. 

 10 

Climate models are subject to systematic errors, including model-specific biases that can limit the validity of direct applications 

of the model output.  The biases were removed in this study by an application of so-called “delta” method, in which a model’s 

change (delta), relative to a benchmark period, in a variable at a particular location and month is added to the observationally-

based mean value of the same variable for the same location and calendar month.  The delta is computed as the change from 

the period of the model’s modern-day climatology to a past or future time slice. 15 

2.3 BIOME4 Model 

BIOME4 simulates steady state biome distributions under given climate conditions. The simulations were run on a 0.5°×0.5° 

latitude/longitude grid for the whole globe, after which we focused the results on the bounded study region (Figure 1). BIOME4 

is driven by long-term mean monthly climate data and soil texture information. Compared to other vegetation models that 

calculate transient vegetation pattern changes or energy or nutrient fluxes, BIOME4 is a steady-state (equilibrium) model, 20 

making it preferable for the present application in which the available forcing data from the LGM and mid-Holocene period is 

in the form of climatological averages (i.e., there is no transient component within each paleo time slice). The climate variables 

required to force BIOME4 are long-term mean monthly temperature, precipitation, and percent sunlight. Water holding 

capacity and percolation rates are calculated from the soil texture information provided by the Food and Agriculture 

Organization of the United Nations (FAO) digital soil map (as used by Kaplan et al., 2003). Carbon dioxide values are 25 

prescribed at the beginning of each model run and remained constant for each time period.   

 

BIOME4 calculates plant functional types (PFTs) from the above-mentioned climate data. PFTs are classifications of plants 

based on life form, leaf morphology, phenology, and mechanism of extreme cold tolerance (Bigelow et al., 2003). After PFTs 

are calculated, BIOME4 ranks tree and non-tree PFTs that were calculated within a grid cell, using variables such as net 30 

primary productivity (NPP), leaf area index (LAI), and mean annual soil moisture, which are internally calculated in BIOME4 

(Kaplan et al., 2003). Based on the ranking combinations, a biome is assigned to each grid cell. BIOME4 has a total of 27 

biomes that can be assigned to a grid cell globally. BIOME4 has been optimized for modern Arctic simulations and as such 
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has five distinct tundra biomes, which were not present in the previous version BIOME3 (Haxeltine and Prentice, 1996). These 

tundra biomes are: cushion-forb tundra; prostrate shrub tundra; dwarf shrub tundras; low and high shrub tundra, and graminoid 

and forb tundra tundra. Definitions and examples of these tundra types can be found in Table 1 of Kaplan et al. (2003) (see 

also Table 4 of Bigelow et al. (2003)). In addition to the tundra biomes, BIOME4 has two Arctic tree biomes, evergreen taiga 

(e.g., Picea glauca, Picea mariana) and deciduous taiga (e.g., Betula papyrifera, Populus tremuloides, Populus balsamifera, 5 

Larix laricina). The comparison table of the biome nomenclature used in this study and those used in BIOME4 calculations 

and its parental project (the BIOME 6000; Prentice and Webb, 1998) is summarised as Table 2. 

2.4 Validation and Pollen Mapping 

To validate the BIOME4 results, we converted pollen data to biomes (“biomised”) by combining pollen taxa into plant 

functional types (PFTs) and assigning the PFTs to biomes (Prentice et al., 1996).  We followed Bigelow et al. (2003) for this 10 

method.  Raw pollen data (terrestrial trees, shrubs, and herbs, only) were first converted to percentages.  To reduce the effects 

of long-distance transport, only those taxa with an abundance >0.5% were included in the analysis. We square-root transformed 

the percentage data to reduce the influence of high pollen producers (most wind-pollenated trees) and to increase the influence 

of low pollen producers (most tundra plants).  Finally, one taxon that is wildly under-represented in the pollen record (Larix), 

was given a 15X weight as this gave the most realistic reconstruction of the modern larch forest in eastern Siberia.  These 15 

transformed pollen data are then assigned to PFTs based on the definition of each PFT.   The PFT scores are then assigned to 

the appropriate biome and the biome with the highest total score “wins”. See Prentice et al., 1996 for a detailed explanation of 

the method. 

Pollen samples used in this analysis include all the samples in Bigelow et al. (2003) as well as samples from sites published 

more recently.  The entire dataset (2844 samples), which spans the Arctic, was biomised, though only 1166 samples fall within 20 

the region of interest (between 140º and -120º longitude and north of 55º N). The data set, together with lists of all the sites in 

this biomisation procedure, are archived at the IARC Data Center (the URL is provided at the Data accessibility section).  New 

samples were assessed using the same dating quality control as in Bigelow et al. (2003) (i.e., continuous or discontinuous 

sedimentation and age of the dated horizon relative to the time slice of interest).  For the modern and mid-Holocene time slices, 

we chose the sample closest to the target age if it fell within 500 years of the target.  Age models were either the investigator’s 25 

preferred age model, or simply a linear interpolation between the dates closest to the time period of interest.  

To test how well the modern biomised pollen data reflects the actual vegetation, we assigned modern biomes to each site, 

which was based on the vegetation descriptions provided by the analyst, either in a publication or in the site metadata if the 

pollen data came from a database.  If no vegetation data were available, then published vegetation maps (cf. CAVM Team, 

2003; Boggs et al., 2014a; Boggs et al., 2014b, or Haxeltine and Prentice, 1996) or nearest neighbours were used to assign a 30 

biome.    

For the mid-Holocene, the sample closest to 6000 14C yrs ago was chosen for the analysis.  While 6000 14C yr calibrates 

to about 6800 cal yr, we did not convert the mid-Holocene dataset to 6000 calibrated yrs because this would have resulted in 
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the loss of many samples from western Beringia.  In addition, when the two time slices were compared for sites having both 

6000 14C yr and 6000 cal yr samples (260 sites in the entire arctic dataset, 65 sites in Beringia), the results were similar (76.9% 

unchanged in the entire dataset and 81.5% unchanged in the Beringia dataset).   

Following Bigelow et al. (2003), rules selecting LGM samples were slightly more relaxed than for the mid-Holocene.  We 

chose samples within 1000 years of 18,000 14C yr or 21,000 cal yr.  In addition, several sites have multiple LGM samples in 5 

the dataset, either because they reflect actual variability in the vegetation, cf. the Kitluk soil (Fig. 1), a buried soil dated to 

21,000 yr BP that has multiple pollen samples (Wolf, 2001), or because the dating control is poor and it is unclear which 

sample falls closest to the time slice, though it is clear the group of samples dates to the LGM (c.f. Norton Sound and Burial 

Lake [Ager and Phillips, 2008; Abbott et al., 2010]).  In all, for this analysis that spans Beringia, there are 890 modern samples, 

151 mid Holocene samples, and 78 LGM samples. 10 

As we use pollen-based biomes to evaluate the historical results, we need to evaluate their accuracy with the modern 

vegetation.  Within Beringia, the pollen-based biomes are correct 60.2% of the time (n = 937).  Pollen-based biomes identified 

evergreen taiga correctly 93.7% of the time (n = 269), although the frequency of correct calls for the various kinds of shrub 

tundra were lower (low and high shrub tundra 48.8% correct, n= 432; erect dwarf shrub tundra 45.5% correct, n = 110; prostate 

dwarf shrub tundra 21.1% correct, n = 19).  Mismatches are generally due to wide dispersal of alder pollen, so that some areas 15 

biomised as low and high shrub tundra when in fact the vegetation was taiga (23.1%), cold deciduous forest (15.7%), or erect 

dwarf shrub tundra (9.7%).   

3. Results and Discussion 

3.1 Modern Biome Reconstruction and Validation 

       The simulated modern biome (Fig 2a) is generally realistic at a 0.5°×0.5° resolution based on a visual analysis. The 20 

majority of vegetation simulated in the study region consists of low and high shrub tundra, erect dwarf shrub tundra, prostrate 

dwarf shrub tundra, evergreen taiga (cold evergreen needleleaf forest in the homogenized nomenclature. See Table 2.), and 

deciduous taiga (similarly, cold deciduous forest). Small regions of cushion-forb tundra and temperate grassland are simulated, 

as well as the warmer biomes, such as cool and temperate conifer forests, and cool- and warm-temperate mixed forests in the 

southeastern portion of the study area. This is consistent with present day observed biomes (Viereck and Little, 1972) and 25 

pollen-based (Fig 2b) reconstructions (). That growing season length and summer temperatures drive Arctic vegetation (CAVM 

Team, 2003) can be consistently seen in the modern biome reconstruction and the observed biome gradients. Colder erect 

dwarf shrub and prostrate dwarf shrub tundra are simulated along the Arctic coast, with warmer low and high shrub tundra at 

lower latitudes and farther inland.  However, there are major differences from actual present-day vegetation. The most 

noticeable is evergreen taiga and deciduous taiga simulated north of the Brooks Range in northern Alaska and along the western 30 

portion of Alaska. Figure 2b shows that tundra rather than taiga exists in these regions. This can partly owe to BIOME4 model’s 

less skilful performance in high-latitude, hyper-maritime regions with heavy cloud cover and low sun angles (Kaplan et al., 
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2003). It may also stem from climate data interpolated to cover a large area from a sparse station network, which produced 

inaccurate values in the areas. Evergreen taiga in Alaska and both evergreen taiga and deciduous taiga in eastern Russia are 

simulated at lower latitudes and farther inland relative to the pollen distribution. In eastern Russia, evergreen taiga dominates 

the southern and eastern portions of the region, while deciduous taiga is simulated in the interior region. The simulated percent 

of total land area covered by these biomes are: cushion-forb tundra 1%; shrubby tundras (includes low and high shrub, erect 5 

dwarf shrub, and prostrate dwarf shrub biomes) 25%; evergreen taiga 57%; deciduous taiga 12%; cool conifer forest 2%. All 

other biomes including land ice make up the remaining 3% of land area. 

3.2 Historical and Future Simulations 

       We conducted a series of simulations for three historical periods and one future projection. Three periods are the Last 

Glacial Maximum (21ka), the mid-Holocene (6ka), and pre-industrial period, in correspondence to the PMIP3/CMIP5 10 

configurations. The RCP8.5 scenario runs are used for the future projection. 

      The model simulations for the LGM, mid-Holocene and preindustrial periods are equilibrium simulations, i.e., with 

temporally invariant solar forcing, CO2 concentrations and sea level corresponding to 21ka, 6ka and 1850.  By contrast, CO2 

concentrations increase with time during the “transient” future (RCP 8.5) simulation. The pollen data, on the other hand, span 

a range of centuries for the LGM and mid-Holocene.  15 

3.2.1 Last Glacial Maximum 

       The simulated biome distributions for the LGM are shown in Figure 3. The composite, model-ensemble map (Figure 3a) 

based on a majority-win selection rule (i.e., three out of five models need to agree to produce a biome at a grid, otherwise left 

as “no consensus”) shows that major agreements between the models include graminoid and forb tundra along the northern 

shelf region; cushion-forb tundra simulated across central-interior Beringia; low and high shrub, erect dwarf shrub, and 20 

prostrate dwarf shrub tundra across eastern-interior Beringia. The pollen map shows the study region consisted of mostly 

graminoid and forb tundra with a few prostrate dwarf and erect dwarf shrub tundras (Figure 3b). Considering the dry and cold 

environment of the then-Arctic, the absence of cushion-forb tundra” may suggest that such extreme conditions were not 

favourable for sedimentation, pollen production, or pollen preservation (Bigelow et al. 2003, Kaplan et al., 2003).  

The marked difference of the LGM biome map, compared to the other four time periods, is higher variability across 25 

the models (Figure 3c-g), reflecting the across-model differences in the simulated warm-season temperatures (not shown). 

Some models (i.e., CCSM4, GISS-E2-R, and MIROC-ESM) display cooler temperatures (and, hence, lower GDD0, or growing 

degree-day index above 0° C) over non-glaciated regions, while others (MPI-ESM and MRI-CGCM3) show warmer than 

modern temperatures in the central and northern areas of the land bridge. This may partly stem from a technical limitation of 

the delta method applied to the now-submerged ocean regions. Bartlein et al. (2015) argued that the exposed land bridge, 30 

especially in the central part, was warmer than present due to heat capacity differences between land and water.  
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One interesting result is the small area of evergreen taiga simulated in the south-central land bridge region. Previous 

simulations from BIOME4 have also produced taiga in the same south-central region (Kaplan et al., 2003). This part of the 

land bridge is simulated by all models to be relatively warm largely due to the Kuroshio Current, a western boundary current 

in the Pacific. However, there is no pollen data to suggest evergreen taiga existed here, (yet). While a pollen record from 

nearby St. Paul Island does not indicate the presence of spruce at the end of the last glaciation (~18k cal BP), willows were 5 

certainly present, and possibly birch and alder, though the birch and alder pollen frequencies are <5% and could reflect long-

distance transport (Wang et al., 2017). In addition, LGM-aged samples from a single marine core off the Bering platform do 

contain about 3% spruce pollen and the samples biomise as dwarf shrub tundras, which is not inconsistent with the BIOME4 

model results.  We need more cores from the southeastern Bering platform to assess whether the consistent modelled presence 

of taiga is borne out by paleo vegetation data.   10 

3.2.2 Mid-Holocene 

Simulated biome distributions for the mid-Holocene (Fig 4) vary little from the modern biome reconstruction (Fig 2a). It also 

has less variability in simulated biomes between models compared to the LGM simulations. Nearly the entire study region is 

simulated to have shrubby tundras or deciduous taiga or evergreen taiga, except for northern coastal areas. The composite map 

(Fig 4) shows Alaska largely simulated with evergreen and deciduous taiga and is not so different from the modern 15 

reconstruction. The majority of the models put slightly more deciduous taiga in the northern portion of Alaska and western 

Canada. Biomes simulated in Russia are nearly identical to the modern reconstruction, with deciduous taiga placed in the 

interior and evergreen taiga along the southern and eastern coast. The simulated vegetation along the Arctic coasts is largely 

shrubby tundras, with very little cushion-forb tundra simulated. The treeline, as well as boundaries between evergreen and 

deciduous taiga, and those between tundra and taiga, is simulated in the same location as the modern simulation (Fig 2a). 20 

While the warming of the Holocene caused the treeline to shift in some locations around the Arctic, the shift was not uniform 

around the pole and remained in nearly the same location in the central Beringia region (Bigelow et al., 2003; Kaufman et al., 

2004). Deciduous taiga was simulated for approximately the same area percent between models within ~10%, while there is a 

large range between the coverage of shrubby tundras (~30%) and evergreen taiga (~20%).  

Mid-Holocene pollen data indicate that Interior Alaska was dominated by evergreen taiga with the northern and western regions 25 

displaying shrubby tundras. This contrasts with BIOME4 which simulates evergreen taiga across a large portion of western 

Alaska and north of the Brooks Range. Pollen samples in Russia show deciduous taiga in the interior in contrast to the 

simulation, and pollen of shrubby tundras across the eastern half. A few pollen samples indicate graminoid and forb tundra in 

the northern reaches of the study region and one sample in the Aleutian Islands.  This underscores the issue of indeterminacy 

in the pollen data.  While the climates at the high Arctic and Aleutian sites are very different and the vegetation is different at 30 

the species level, the pollen data cannot easily separate between maritime herbaceous tundra from high Arctic herbaceous 

tundra. 
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3.2.3 Pre-industrial  

The composite map of the simulated pre-industrial biomes (Fig 5a) is generally similar to the simulated modern biome (Fig 

2a), and the pollen-based reconstruction (Fig 5b, replicated from Fig 2b). Much of the vegetation simulated for the pre-

industrial is low and high shrub tundra, erect dwarf shrub tundra, prostrate dwarf shrub tundra, deciduous taiga, and evergreen 

taiga. All of these biomes exist in the modern reconstruction. More cushion-forb tundra are produced by BIOME4 for this 5 

period compared to the modern pollen-based reconstruction.  It is worth mentioning that the pre-industrial composite map (Fig 

5a) shows that the pre-industrial simulation has the same problem (forested biomes reconstructed in tundra regions of western, 

northern, and southwest Alaska) as the modern one and for the same reasons as discussed in Sect 3.1.  

Pollen samples in Russia show the northern and northeastern coasts dominated by low and high shrub tundra while the 

interior is dominated by a mixture of low and high shrub tundra and deciduous taiga. A notable discrepancy in Russia is the 10 

simulation of evergreen taiga along the southern region of Russia, where the few pollen samples indicate deciduous taiga. 

Consistent with the over-estimation of forested biomes in the pre-industrial simulation, the pollen map shows cooler biomes 

(shrubby tundras) in northern, western, and southwestern Alaska 

3.2.4 Future  

Future projections of vegetation over the 21st century are simulated based on the averaged climate outputs under the CMIP5 15 

RCP8.5 scenario. The warmer summer temperatures from all the five GCMs increased the GDD0 index values compared to 

the modern values across the study region, which translate to BIOME4 simulated reductions in tundra area, increases in 

evergreen and deciduous taiga area, as well as a northward expansion of warmer biome types from the south (Fig 6). Most of 

the study region is simulated to have evergreen or deciduous taiga under future climate conditions (about 65-75% of the region). 

Tundra type biomes are almost absent in the future simulation but still maintain land coverage in the northern boundaries of 20 

the study region. A few small areas along the coast continue to simulate shrubby tundras. One caveat here is, however, that 

BIOME4 is an equilibrium vegetation model, whereas projected future climate scenarios are transient. Vegetation does not 

react to climate change as quickly as climate change occurs. One thing to note is the treeline reaching the Arctic coast in the 

future simulations. This agrees with previous simulations done at an increase of 2°C in the Arctic (Kaplan and New, 2006). 

Future biome projections display less variability and stronger cohesion among the models when compared to the 21ka and 6ka 25 

simulations. The differences in covering period of the GCM simulations from GISS-E2-R and MPI-ESM (the former for the 

early part of the century and the latter for the end of the century) did not produce major differences in biome simulations.  

3.3 Sensitivity Analysis 

In order to understand how changes of single climate variables can affect the simulated biome distributions, a series of 

sensitivity experiments was conducted to evaluate dependencies on temperature T and precipitation amount P. Modern values 30 

for T and P were changed linearly from the long-term mean monthly climatological values within a prescribed range. For 
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sensitivity on temperature, T was changed by 2° C increments from monthly values for a total range of ±10° C across all 

months while P is fixed at the present-day values. In turn, precipitation sensitivity was examined by multiples of 10 % of mean 

monthly P for a total range of ±150 % across all months.  

Resulting simulations show that each biome group appears to have an optimal range of temperature (Fig 7a). Cushion-forb 

tundra is the most cold-tolerant biome, followed by shrubby tundras, evergreen taiga, deciduous taiga, and cool conifer forest. 5 

Warm biome types appear in the region with just 2° C warming from the modern climatology. Since the Arctic can be quite 

dry, it makes sense that as temperatures warm and precipitation is held constant, a desert biome appears in the study region. In 

reality, precipitation increases as temperature increases in the Arctic (Romanovsky et al., 2017). The modern biome distribution 

(i.e., the 0° C case in Figure 7a) is significantly different from the overall temperature regime trend regarding the percentage 

of evergreen and deciduous taiga. Compared to the adjacent (±2° C) regimes, the percentage of evergreen taiga is 10 

disproportionally high while that of deciduous taiga is irregularly low. It is known that BIOME4 was optimized for the current 

Arctic climate (Kaplan et al., 2003), which could explain why incremental changes in temperature produce decidedly different 

biome distributions from the modern reconstruction. This raises the question of how well can BIOME4 accurately simulate 

other time periods if it was too strongly optimized for the current climate; however, the simulations for the pre-industrial, mid-

Holocene, and LGM biome distributions show generally good agreement with pollen data.  15 

Arctic biomes simulated by BIOME4 are not as sensitive to precipitation changes (Fig 7b) except, as with the temperature 

sensitivity experiments, the modern biome distribution with precipitation at 100% is dominated by evergreen taiga and is very 

different from the adjacent 90% and 110% experiments which are dominated by deciduous taiga. Otherwise, for the range of 

precipitation change from 50% to 150%, deciduous taiga coverage decreased by 19% (from 48.8% areal occupancy to 39.4%) 

and evergreen taiga increased by 15% (from 14.4% areal occupancy to 16.4%). All other biomes present in the simulations 20 

show very little, if any, sensitivity to increases or decreases in precipitation. 

4.   Summary and Conclusions 

       Arctic biome distributions simulated by BIOME4 for the modern, pre-industrial, mid-Holocene and Last Glacial 

Maximum climates were found to be in general agreement with observations, dated paleo-pollen samples, and previous 

research. The changes in areal occupancy of major biomes under the different Late Quaternary climate conditions were clearly 25 

demonstrated (Fig 8).  The modern climatology simulation appears to capture the larger picture of our modern-day vegetation 

distribution. However, through reconstructing the modern biome distribution, we noticed a few regions where BIOME4 does 

not simulate the proper biome. BIOME4 simulates taiga for north of the Brooks Range and western and southwestern Alaska 

where shrub type tundra is known to exist. Sensitivity experiments indicate that Arctic biomes are more sensitive to temperature 

changes than to precipitation. Biomes occupy a range of temperatures but all have an optimal temperature for simulation. Large 30 

changes in precipitation were not found to alter the biome distributions. 
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       The LGM saw the least amount of agreement among the CMIP5/PMIP3 GCMs. Much of the area is simulated to have 

cushion-forb tundra, graminoid and forb tundra, or shrubby tundras. A small area in south-central Beringia is simulated to have 

taiga but the pollen data does not support this. The mid-Holocene simulations were also in good agreement between GCMs. 

The tree line is in a similar location to modern day, and the entire region is largely taiga. Shrub type tundra is greatly reduced 

and there is very little cushion-forb tundra.  5 

      Simulations for the pre-industrial time period were in general agreement with the tree line simulated slightly south of its 

present-day position as well as a larger expanse of shrub type tundras. Southwest Alaska is again simulated as evergreen taiga 

but the pollen data does not support the simulation. Pollen data for the pre-industrial time period shows much more shrub type 

tundra than is simulated by BIOME4. A steady-state biome distribution corresponding to future warming climate projections 

shows the Arctic becoming greener with increases in evergreen taiga and deciduous taiga, both of which are simulated to exist 10 

at the Arctic coast. All tundra type biomes are greatly reduced in the future, with only a few small areas being projected to still 

have tundra. Warmer biomes begin to migrate much farther than previous climates have allowed. Future biome projections 

show very good agreement between CMIP5 models, indicating high confidence in the climate projections for the 21st century 

under IPCC’s RCP 8.5 scenario, subject to the caveat that BIOME4 is an equilibrium model. The projections agree with 

previous simulations conducted for another warmer climate scenario.  15 

       The results presented in this thesis have potential to be used in future research projects looking at climate-vegetation-

permafrost dynamics. Future work could include translating simulated biome distributions to soil organic layer depth for the 

use in subsurface models that simulate changes in permafrost and hydrology. The biome distributions could also be used to 

explore how changes in land-surface dynamics will impact climate through changes in evapotranspiration, albedo, and carbon 

exchanges.  20 
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Table 1. Simulation lengths and horizontal resolutions (degrees latitude × degrees longitude) for CMIP5/PMIP3 climate data.  

 CCSM4 

1.06°° × 1.25° 

GISS-E2-R 

2° × 2.5° 

MIROC-ESM 

2.8125° × 2.8125° 

MPI-ESM 

1.875° × 1.875° 

MRI-CGCM3 

1.125° × 1.125° 

LGM 101 years 25 years 100 years 100 years 100 years 

Mid-Holocene 301 years 25 years 100 years 100 years 100 years 

Pre-industrial 251 years 25 years 99 years 200 years 500 years 

Future RCP 8.5 2006-2100 2006-2025 2006-2100 2070-2100 2006-2100 

Modern 

(historical) 

1979-2010 1910-1950 1979-2006 1979-2008 1979-2010 

References Gent et al., 

2011 

Schmidt et al., 

2014 

Watanabe et al., 

2011 

Brovkin et al., 2013 Yukimoto et al., 

2012 
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Table 2. Comparison of biome names used in this study and the homogenized nomenclature (BIOME 6000) 

Biome names used in the text 
Homogenized biome names (BIOME 

6000)a BIOME4 names (Kaplan et al. 2003) 

Ocean Ocean Ocean 

Ice Ice Ice 

Barren Barren Barren 

Cushion-forb tundra Cushion-forb tundra Cushion forbs, lichen, and moss 

Prostrate dwarf shrub tundra Prostrate dwarf shrub tundra Prostrate dwarf shrub tundra 

Erect dwarf shrub tundra Erect dwarf shrub tundra Erect dwarf shrub tundra 

Low and high shrub tundra Low and high shrub tundra Low and high shrub tundra 

Graminoid and forb tundra Graminoid and forb tundra Graminoid and forb tundra 

Deciduous taiga Cold deciduous forest Deciduous taiga/montaine forest 

Evergreen taiga Cold evergreen needeleaf forest Evergreen taiga/montane forest 

Cool mixed forest Cool mixed forest Cool mixed forest 

Cool conifer forest Cool evergreen needleleaf forest Cool conifer forest 

Cool-temperate mixed forest 
Cool-temperate evergreen needle leaf & 
mixed forest Cold mixed forest 

Temperate conifer forest Temperate evergreen needleleaf forest Temperate conifer forest 

Warm-temperate mixed forest 
Warm-temperate evergreen broadleaf and 
mixed forest Warm mixed forest 

Temperate shrubland or 
woodland 

Temperate xerophytic shrubland Temperate xerophytic shrubland 

Temperate sclerophyll woodland and 
shrubland Temperate sclerophyll woodland 

Temperate grassland Temperate grassland Temperate grassland 

Desert Desert Desert 

a: http://www.bridge.bris.ac.uk/resources/Databases/BIOMES_data.  Accessed March 22, 2018.  
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Figure captions: 

Figure 1: Domain of the study. Modern and LGM coastlines, together with LGM land ice (ice sheets) extent.  

Figure 2: (a) Modern distribution of biomes simulated by BIOME4 with observational forcing described in Section 2.2. 

(b). Modern biomes from pollen analysis.  

Figure 3: LGM biome reconstructions. a) Model composite, b) pollen results, c) – g) each GCM outputs. 5 

Figure 4: Mid-Holocene (Holocene Optimum result, 6ka) reconstruction. a) Model composite, b) pollen results 

Figure 5: Pre-industrial reconstruction. a) Model composite, b) pollen results (replicate of Fig 2b) 

Figure 6: 21st century result under RCP 8.5 scenario. 

Figure 7: Sensitivity results for a) temperature and b) precipitation amount. Biomes are grouped to Cushion-forb 

tundra, Tundras (Prostate dwarf shrub tundra; Erect dwarf shrub tundra; Low and high shrub tundra; Graminoid 10 

and forb tundra), Deciduous taiga, Evergreen taiga, Cool evergreen (Cool-temperate mixed forest; cool conifer forest), 

Warm/cool mixed (Cool mixed forest; Warm-temperate mixed forest), Tmprt grassland (Temperate grassland), Tmprt 

shrub/woodland (Temperate shrubland or woodland), Tmprt forest (Temperate conifer forest, Temperate deciduous 

forest), Desert (Desert), and Barren (Barren). 

Figure 8: Summarizing figure to show the transition of vegetation/biomes in Beringia in the 20 thousand years. Same 15 

biome grouping as in Fig 7, except that desert is omitted, and temperate biomes are grouped together for brevity. 
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