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Review 1 1 
 2 
General comments: 3 
 4 
The major problem with this manuscript is the combination of a great number of models 5 
tested and the great variability among the different models tested. Because of this 6 
combination it could be argued that the successful models have been achieved spuriously. 7 
We think this is a little unfair as this is an exploratory paper which presents a range of 8 
results which provide guidance for the continuation of this work as we extend these 9 
new data back into the 1st millennium AD. We present a series of calibration 10 
experiments using each TR parameter separately and varying combinations of 11 
parameters. The main conclusion from this admittedly limited initial data-set is that 12 
the DB parameter likely expresses the best compromise between high and low 13 
frequency calibration fidelity. We find it strange that the reviewer thinks that we have 14 
attained a spurious result as we have been cautious with our conclusions. 15 
 16 
We are however willing to make some changes to allay the reviewer’s concerns. An age 17 
dependent spline chronology version can be added to Figure 6. For Figure 7, rather 18 
than use a single reconstruction, we can derive a LWB and DB based GOA composite 19 
reconstruction based on all the chronology variants as weighted means related to their 20 
r2 values to the 1901-2010 calibration period. The new Figures 6 and 7 are shown 21 
below and the text can be changed appropriately.  22 
 23 

 24 
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 25 

 26 
 27 
To attempt to avoid this, I recommend to limit the number of models tested, by performing 28 
also climate calibrations with high-pass filtered data (see suggestions below) and to 29 
combine this with a discussion of which monthly temperatures can have a causal effect on 30 
tree growth. Conducting this additional analysis would narrow down the options that can 31 
be tested, but also function as a baseline for the discussion of low-frequency skill in the 32 
data.  If the high-frequency part of the data is agreeing well with temperature, it is likely 33 
safe to assume that a breakdown of agreement when low-frequencies are added is due to 34 
low-frequency biases, such as HW-SW-, standardization, etc.. problems. When this is 35 
established then tests of how to minimize the loss of signal at lower frequencies can be 36 
conducted (different standardizations alternatives). If however, the high-frequency part of 37 
the data does not agree very well with temperatures in the first place, it is very unlikely to 38 
expect that adding the low-frequency part will contribute with useful information even if 39 
correlations are boosted. Therefore, the high-frequency analysis must come first and 40 
inform subsequent choices of configurations and options. 41 
Dendroclimatology, unlike most other palaeoclimate approaches has the ability to 42 
derive so-called robust estimates of past climate at inter-annual to centennial time-43 
scales. Although we agree that low frequency trends can lead to spurious correlations, 44 
we have been very careful in testing both the high and low frequency fidelity of the 45 
models we present. The low frequency fidelity is particularly difficult to examine as we 46 
must assume greater uncertainty in the early instrumental data. In fact, the ambiguity 47 
of this paper is the assessment of the low frequency signal in the LWB and DB data. 48 
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 49 
However, the reviewer is entirely correct that we ideally want “equal” coherence with 50 
past temperatures at both high and low frequencies. Rather than add further 51 
calibration experiments using more flexible detrending options, we feel that a valid 52 
compromise is to also present (as an extra supplementary figure) the correlation 53 
response function analysis results of Figure 2 after the data (TR and temperature) 54 
have been transformed to 1st differences. This new figure version is presented below. 55 
 56 
The RW based correlations show strongest correlations with JJA, but are still relatively 57 
high with the broader window of Feb-Aug. The reviewer is therefore correct that there 58 
is some spurious trend related correlation creeping in for RW, but is only minor and 59 
arguably irrelevant for this paper as the focus of the paper is on the Blue Intensity 60 
based parameters anyway. 61 
 62 
The EWB 1st differenced correlations at inter-annual time-scales are non-significant. 63 
For LWB and DB, the correlations are overall similar as the original figure 2 although 64 
the seasons including winter months are weaker. Again – this does not impact the 65 
paper as the summer months were the target calibration seasons. Again, as with the 66 
original figure 2, the correlations are generally higher for LWB than DB and 67 
ultimately, the low frequency issue (i.e. potential biased in LWB) become much more 68 
significant. This result has not changed. The main issue is which of JJA or JJAS are the 69 
optimal season to calibrate against and how one combines the different parameters – 70 
i.e. use RW and DB in a multiple regression, or utilise a band-pass approach and use 71 
the RW and LWB data at the frequencies where their signal is “robust” – see Rydval et 72 
al. 2017 for an example. 73 
 74 
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 75 
A secondary issue is that the authors use reflected BI. This type of data is negatively 76 
correlated with what the authors claim to measure in the wood: cell wall, lignin content, 77 
but also with the discolorations. If the authors would opt to use the absorbed BI it would let 78 
them completely avoid many confused elaborations (see detailed comments below) with 79 
regard to standardization and comparisons with MXD etc. 80 
This is a semantic comment about terminology and does not impact the analysis in any 81 
way. I believe that our methodological description is clear although a minor 82 
clarification is possible (see below). 83 
 84 
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As lignin absorbs [blue] light, then dense latewood (high density) will reflect less blue 85 
light. Hence raw LWB and MXD are inversely correlated. The only reason that raw LWB 86 
need to be inverted is due to limitations of the freely available detrending software (i.e. 87 
Arstan) where it is the norm to remove negative/zero slope trends and retain positive 88 
trends. Theoretically, the trends in LWB will be opposite to MXD, but in the software 89 
there are no options to remove positive/zero slope trends and retain negative ones. 90 
Hence the raw LWB data need to be inverted for detrending. This approach has been 91 
used in Wilson et al. (2011, 2014, 2017) and Rydval et al (2014, 2016, 2017) plus other 92 
papers and as far as we are aware it is only Björklund et al. who have suggested using 93 
the term “maximum latewood blue absorption intensity (MXBI)”.  94 
 95 
As a subtle re-wording we are willing to tweak the methodological text as follows: 96 
 97 
“Raw EWB and LWB variables were measured using CooRecorder 8.1 software (Cybis 98 
2016 - http://www.cybis.se/forfun/dendro/index.htm), which has state-of-the-art 99 
capabilities to acquire accurate reflectance intensity RGB colour measurements from 100 
scanned wood samples (see Rydval et al. 2014). DB values were calculated within 101 
CooRecorder by subtracting the raw LWB values from the raw EWB values for each 102 
year. Since raw LWB is negatively correlated to MXD (high density ‘dark’ latewood = 103 
low reflectance), values were inverted following the method detailed in Rydval et al. 104 
(2014) to allow for LWB (hereafter denoted as LWBinv) to be detrended in a similar way 105 
to MXD (see also Wilson et al. 2014). The nature of the DB calculation results in this 106 
parameter being positively correlated with inverted LWBinv, so these data could also be 107 
theoretically detrended in a similar way.” 108 
 109 
As a further compromise to the reviewer, we are also happy to add in a clear statement 110 
referring to Björklund et al. (2014/2015) stating their terminology for inverted LWB. 111 
 112 
Finally, we believe it is important to treat BI related parameters independently of 113 
density. They are related no doubt, but trying to fit BI to density is a potentially 114 
dangerous approach. Although measuring similar properties, we cannot expect them 115 
to be exactly similar – especially w.r.t. age related trends. Also - it is not really clear 116 
what maximum early wood reflectance (EWB) actually represents and it is likely that 117 
this parameter is related to lumen size rather than any property reflecting compounds 118 
in the earlywood cell walls. 119 
 120 
In conclusion, I find the manuscript well written and prepared but I strongly suggest 121 
adding a high-frequency analysis, and using absorbed BI. After these revisions and the 122 
implementation of the comments below, the manuscript should be suitable for publication. 123 
We hope the 1st differenced based results shown above can address the reviewer’s 124 
concerns on the first point and we feel no obligation to change our terminology to 125 
address the second point as it does not change the analysis/results in any way and we 126 
feel our current description is adequate and consistent with most previous 127 
publications. 128 
 129 
 130 
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Detailed comments:  131 
 132 
L45 Remove “However”  133 
Agreed – this can be done when “allowed” to edit the paper for final publication 134 
 135 
L49 replace “for” with “covering” 136 
Agreed – this can be done when “allowed” to edit the paper for final publication 137 
 138 
L54-59 This section only discuss the non-climatological variance distorting RW signal, and 139 
does not acknowledging that RW and LWB actually may contain different climatic 140 
fingerprints. I suggest adding something along this line.  141 
Please see 1st differenced correlation response function analysis results above. These 142 
can be added to the supplementary and appropriate discussion added. 143 
 144 
L70 Björklund et al worked with absorbed Maximum BI  145 
Björklund’s absorbed Maximum BI is the same as the inverted LWB used in this paper. 146 
We feel the current description is clear enough – esp. with suggestions mentioned 147 
above. 148 
 149 
L71-72 Here and in many other places it would be much simpler to start talking about 150 
absorbed BI values because these values will be positively correlated with the properties 151 
that you mention as potential measurement targets. Why measure the inverted value of 152 
what you are interested in? In this way just confuse readers about what you had to do 153 
before standardization to make them work properly and why BI is inversely correlated 154 
with density etc.  155 
See comments above. I am sure Björklund measured raw intensity values of blue 156 
reflectance and then inverted the data as we have done. The difference after that is 157 
semantic only. 158 
 159 
L80-81 This is true if we disregard the principle of diminishing records back in time.  160 
This holds true despite the reduction in replication back in time. The community needs 161 
to be careful as to define clear threshold of truncation. In this paper, the data are far 162 
from ideal w.r.t. replication – that was partly strategic. The fact that the results are 163 
encouraging suggests that calibration will improve substantially as replication is 164 
increased. Not sure this comment warrants any specific change. 165 
 166 
L92-93 Björklund et al 2014 subtracted average absorption Earlywood BI from maximum 167 
absorption BI.  168 
This again highlights why we prefer our current methodological description. We have 169 
used the raw EWB and LWB values and used the difference to derive the DB value. This 170 
is mathematically the same as what the reviewer wants us to implement, but we see no 171 
gain with such a change as we are doing the same method, but using different 172 
terminology which is clearly defined. 173 
 174 
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L96-98 This sounds like a hypothesis you are going to test later in this paper, but it is not 175 
really tested. I would phrase it more like a discussion point: If EWB and LWB contain 176 
similar climatic responses and similar standard deviations. . .  177 
Agreed – this is a little vague and reviewer 2 also flagged this. We would gladly change 178 
this text (and associated later discussion) to basically highlight that if EWB and LWB 179 
both express the same climatic response (this should not be the case), the resultant 180 
derived DB data will not show this common response and likely be inferior to LWB. This 181 
is an evolving property of DB and certainly needs more examination using more 182 
species and locations. 183 
 184 
L100-101 Not really “another concern”. I suggest changes to something like this (I let you 185 
worry bout the grammar and English): Finally, although BI based variables hold great 186 
promise as an alternative proxy to MXD at inter-annual time-scales, the potential ability of 187 
BI to capture decadal to centennial time-scales related to long term-climate changes is still 188 
under question.  189 
Agreed – happy to re-write this section and clarify the message better. 190 
 191 
L102 Please clarify if you mean HW-SW color difference  192 
Agreed. Yes – HW-SW – this can be clarified when “allowed” to edit the paper for final 193 
publication 194 
 195 
L131-134 If you decide to use absorbed BI values this entire section can be removed. If you 196 
decide to keep it as is, I strongly recommend to go in to a discussion about why the 197 
detrending alternatives are sensitive to this.  For example, deterministic detrending such as 198 
Neg.  exp.  or hugershof assume a decline in data values with age.  If data values instead 199 
have an assumed increase, these methods will be useless. The reason for wanting this 200 
added discussion is that some researchers have missed this point and use these methods 201 
also for reflected BI.  202 
As discussed above, we are happy with our current terminology and methods 203 
description.  204 
 205 
L136-138 I recommend expanding this to also include a more aggressive detrending, 206 
perhaps a 25- 35-year spline. This will give more robust climate correlation result. If there 207 
are lingering trends in the tree-ring data, and there will be some using 200-year-splines, 208 
the risk of spurious trend correlations is relatively high.  Adding a high frequency 209 
alternative can help to better identify important months for tree-growth. I suspect that 210 
some months enter your models just because they have similar trends as the tree-ring data. 211 
Also, before performing the aggressive alternative, the climate data should also be 212 
detrended similarly. Furthermore, I recommend to restructure the presented results; The 213 
high frequency monthly data analysis should be in the main manuscript and the seasonal 214 
climate correlations in the supplement together with the low-frequency counterparts. The 215 
HW-SW problem will still be present in the analysis using a 200-year spline, if you want to 216 
remove this for the analysis you need a softer spline. Rbar, PCA, climate response, between 217 
variable correlations should all be done with data with less autocorrelation: softer spline. 218 
The low-frequency alternative can be presented on the background of this analysis, but not 219 
stand alone. The models’ monthly targets for reconstruction should be informed in the first 220 



 8

place with high-frequency results. A discussion can be conducted referring to the low-221 
frequency results but not as a major informant of the models.  222 
The mean/median segment lengths of all sites is > 200 years so any “lingering” trends 223 
for individual series would be minimal. We can add a comment to this end. 224 
 225 
We hope the added 1st differenced based CRFA will address the reviewer’s concerns as 226 
to our analysis and the identification of the “correct” month for calibration. 227 
 228 
The reviewer is suggesting a major re-analysis here and it is not clear what gain there 229 
would be. The 200-yr spline approach is a compromise between minimising the HW-SW 230 
bias while retain some realistic multi-decadal information. We see no justification of 231 
re-doing the analysis using a much more flexible spline.  232 
 233 
L167 Please specify which function was used to model the regional curve.  234 
Yes – sorry – we can add this information in. The regional curve was smoothed with a 235 
spline of 10% the RC series length and that function used for detrending. 236 
 237 
L171-172 LINres has been shown to create quite some bias in resulting chronologies, see 238 
works of Melvin and Briffa, especially if used to model the RC. I instead recommend time-239 
varying response smoother Melvin et al., 2007.  240 
Agreed that a LINres approach MAY impart biases, but we would argue that all 241 
detrending approaches have their own biases. That is why we have presented a small 242 
sub-set of possible detrending choices. We could have expanded on this substantially, 243 
but that will be a focus when we have the full 1000+ year data-set. I would likely to 244 
remind the reviewer that the LINres approach has been used on many studies in the 245 
past. 246 
 247 
More importantly, the age-dependent spline approach of Melvin et al. (2007) is very 248 
much an untested detrending approach. I have experimented with this option and (1) 249 
can often inflate recent period values and (2) implicitly will remove secular scale 250 
variation – it is still a spline approach.  251 
 252 
However, we are happy to add in an age dependent spline version into the mix for 253 
Figures 6 and 7 – I have shown these updates above. Table 5 can be updated: 254 
 255 
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 256 
 257 
The r2 values for the 1901-2010 period can then be used as weighted in combining all 258 
these different variants to derive GOA weighted composites for parameter. The 259 
updated Figure 7 was shown earlier. The updated Figure 8 (which now includes the 260 
weighted LWB data) is shown below, which clearly shows that despite reasonable 261 
calibration and verification (Figure 7, table 5), the low frequency trends of the LWB 262 
data do appear at odds with the other data-sets. 263 
 264 

series entered r r2 DW LINr r RE CE
LWB LINres 0.64 0.41 1.36 0.36 0.53 0.44 0.07

RCSres 0.26 0.07 1.28 0.48 0.56 0.01 -0.64
LINsf 0.64 0.41 1.37 0.36 0.53 0.43 0.06
RCSsf 0.21 0.05 1.32 0.46 0.56 -0.05 -0.73
ADSsf 0.69 0.47 1.58 0.06 0.50 0.51 0.20

series entered r r2 DW LINr r RE CE
DB LINres 0.55 0.31 1.37 0.50 0.50 0.52 0.21

RCSres 0.64 0.40 1.59 0.40 0.48 0.50 0.18
LINSF 0.54 0.29 1.35 0.38 0.43 0.40 0.00
RCSsf 0.65 0.43 1.64 0.35 0.47 0.48 0.15
ADSsf 0.65 0.42 1.59 0.30 0.47 0.34 -0.09

1901-2010 Calibration 1850-1900 Validation

1901-2010 Calibration 1850-1900 Validation
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 265 
 266 
L177-181 I suspect the results could be somewhat different with the high-frequency data 267 
analysis, see recommendations above. If they are, this is going to be vital information for 268 
your main question in the introduction: b) whether meaningful low frequency information 269 
can be gleaned from these data? Furthermore, if they are very different, the continuation of 270 
the question: “exploiting the long monthly instrumental temperature records that go back 271 
into the mid-19 validate secular trends in the TR data” becomes heavily diluted.  272 
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The current analysis, as a first attempt, already address the low frequency issue with 273 
appropriate discussion and the 1st difference results validate well that the appropriate 274 
season has been targeted. 275 
 276 
Ultimately, it will never be possible to identify the “correct” detrending approach and 277 
when the final data have been finalised we will approach the reconstruction using a 278 
similar ensemble approach as introduced by Wilson et al. (2014) for a similar study in 279 
the Canadian Rockies. This will allow detrending uncertainty to be evaluated in the 280 
error estimates. At this time, we just wanted to highlight the sensitivity to such 281 
methodological choices – Figure 6 does this well. 282 
 283 
L198 Again, must be done also with high-frequency data. Should likely cut off some month, 284 
and give a better causal reflection of which months are important for radial tree growth. 285 
High and persistent correlations with consecutive months makes me suspect trend-286 
correlations.  287 
See above. The 1st differenced CRFA addresses this. 288 
 289 
L217-219 Awkward sentence, please rephrase.  290 
This sentence can be tweaked when “allowed” to edit the paper for final publication 291 
 292 
L227 in both or just in the new one?   293 
We believe the current wording is quite clear that this is only for the latter “new data” 294 
RW based recon. 295 
 296 
L265-271 Use absorption BI to avoid confusing comparisons with MXD. 297 
See comments above. 298 
 299 
L272-273 The original DB was introduced in Björklund et al., (2014), but it was further 300 
developed in Björklund et al., (2015) were they used a contrast adjustment. More 301 
discolored samples had a systematically lower contrast between earlywood and latewood 302 
than less discolored samples. If there is a systematic difference in discoloration then this 303 
will affect also the traditional DB data.  You can easily test if there is a contrast problem in 304 
your data with scatterplots of DB vs EWBI, as done in Björklund et al., (2015). If there is a 305 
relationship you might at least want to discuss this. If there is not a relationship you will 306 
have cleared a question mark. 307 
This is a good point, but is not the relevant analysis to be performed for this current 308 
paper. We believe for the current data adaptive detrending techniques used herein, 309 
that this issue is not yet relevant, BUT, will become relevant as we incorporate snag 310 
and sub-fossil material to extend the regional composite chronology back in time.  311 
 312 
L276-281 According to my experience the age-trend of MXD would be more similar to DB 313 
than LWB. Perhaps different detrending options are needed, but if age-dependent splines 314 
are used, as suggested before, these would adapt to the small differences in the data.  Neg.  315 
exp.  or linear functions, for instance, may be directly inappropriate when having juvenile 316 
phases of increase and then followed by a decline. 317 
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As previously mentioned the current “conservative” approaches aims to retain low 318 
frequency information. We believe the age dependent spline will remove such trends. 319 
However, an age dependent spline option is now included in the analysis. 320 
 321 
L278 Again use absorption BI. 322 
See above. 323 
 324 
L283-288 Use absorption BI to avoid having to clarify what you mean. 325 
No – see above. The discussion will not change by using different terminology. 326 
L288-292 It seems as a contradiction to write that LWB (as temperature proxy) should not 327 
have a negative trend w.r.t glacier advancements? The glacier advancement was stable up 328 
until 1800 CE and glacier advancement peaked around the turn of the 20th century. Would 329 
fit very well with the LWB record that has no trend from 1600-1800 CE and then a negative 330 
trend from 1800-1900 CE. The problem would be that there is no pronounced positive 331 
trend in the 20th century to melt away the glaciers that expanded prior to this. 332 
We believe the reviewer is perhaps a little confused here. All LWB variants imply 333 
warmer than average (20th century) temperatures prior to 1850. This does NOT fit 334 
with the glacial expansion data shown in Figure 8. The DB based reconstruction (and 335 
variants) however, denote cooler than average (20th century) temperatures prior to 336 
1850 which is in line with cooler conditions needed for continued glacial expansion 337 
through this period. 338 
 339 
L343 Conclusions sections is very long and more like a summary of the discussion 340 
1.5 pages of summary and recommendations appear appropriate to us. In fact, a little 341 
more discussion may be added about potential future strategies to address the high 342 
and low frequency issues of the LWB vs DB vs RW data. 343 
 344 
L349-353 I would recommend to test high frequency results before making these bold 345 
statements. That is, to first to rule out any trend correlations with winter months for ring-346 
width. After all it is very unusual for ring width to have a broader temperature response 347 
than Bl or density se e.g. Briffa et al., (2002). 348 
Beyond the scope of this paper, if the RW data are regressed on the DB data, the 349 
residuals from this analysis correlate with winter temperatures. See Wilson et al. 350 
(2007) where the RW composite clearly picks up decade scale shifts seen in the PDO 351 
and other metrics of Pacific Decadal Variability. Such shifts are NOT seen in the BI 352 
based parameters. 353 
 354 
 355 
 356 
 357 
 358 
 359 
 360 
 361 
 362 
 363 
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Review 2 364 
 365 
Specific comments: 366 
 367 
Considering the experimental nature of the LWB and particularly DB parameters, it would 368 
have been useful to develop even a limited MXD dataset on at least part of the samples (e.g.  369 
from one site) in order to enable a direct comparison of the lower frequency trends in the 370 
BI data.  Although it is argued that the structure of mountain hemlock wood makes it more 371 
difficult to prepare and measure these samples for density, it is not impossible and has 372 
been done in past studies.  This would have been helpful in evaluating and constraining the 373 
utility of differently detrended BI chronologies and therefore considerably benefited this 374 
study in further strengthening the case for the use of DB as a better, less biased parameter 375 
relative to LWB and a suitable alternative to MXD for this species, especially since this is 376 
the first study to measure BI on mountain hemlock samples. Was this option at all 377 
considered? 378 
MXD has not been measured on mountain Hemlock trees in this region as far as we are 379 
aware. Although we agree theoretically with the reviewer’s comment that this 380 
comparison could be useful, MXD was never factored into the research design or 381 
budget and the focus of the study was always on BI and related parameters. We should 382 
also be careful not to assume that MXD is the “truth”. 383 
I am somewhat surprised that a higher number of samples was not used for the individual 384 
sites.  According to Table 1 replication should ideally be 12-28 series for LWB and 14-36 385 
for DB depending on the site. In several cases, the actual maximum number of series used is 386 
below (and in some cases well below) this optimal level. Is this not a problem? The weaker 387 
signal strength of BI data and the need for higher replication in order to develop ‘robust’ 388 
chronologies is acknowledged (e.g. L368-369). Also, the relatively low replication may even 389 
affect the RW data as stated in L229-230. As stated in the text, a subset of samples was 390 
selected for this study from earlier work so why not aim for 25-30 samples per site? That 391 
would have at least reduced uncertainty about the representativeness of some of the BI site 392 
chronologies, particularly in earlier periods when replication is likely even lower.  It would 393 
be nice to see a replication plot over time (and EPS plot) for separate sites as well as for the 394 
‘all series’ pooled version (perhaps as an SI figure) to give a better indication of which 395 
periods might potentially be affected by low replication. 396 
This is an explorative paper and we have been clear, as the reviewer states that the 397 
number of records are lower than would be ideal. However, as we continue to develop 398 
these records (data being added continually) we wanted to write this initial 399 
explorative paper to partly inform ourselves as to the continued strategy of this work 400 
as well as the wider community. Previous RW based calibrations (Wilson et al 2007; 401 
Wiles et al. 2014) show that when replication is high, we can explain around 40% of 402 
the temperature variance. Using this non-ideal data-set we only explain 27% for RW, 403 
but >40% using LWB or DB. This suggests that the results can only improve as we 404 
increase replication. We are happy to make a stronger specific comment in this regard. 405 
 406 
L96-98 and L217-219 – What is the rationale for this statement? To my knowledge this 407 
issue has not been investigated in any previous study. Presumably a higher correlation 408 
between EWB and LWB would imply that EWB expresses in part the same information as 409 
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LWB, but does that necessarily mean that this information is related to climate? How do 410 
you define ‘weakly correlated’? Or in other words, what correlation would be acceptable 411 
and what would not?  Ideally, this statement could be supported with an example and 412 
actual data. If nothing else, I would suggest elaborating further on this statement to more 413 
clearly express the justification for this claim. 414 
This was brought up by Review 1 and we agree the current wording is ambiguous and 415 
needs clarification. Basically we want to provide a theoretical basis that DB will likely 416 
be useful when EWB and LWB are uncorrelated at high frequencies. 417 
 418 
L102-105 As a general comment, some of the limitations of BI (specifically LWB) have 419 
already been explored in other studies. Clearly DB is a major improvement, although I 420 
wonder just how well DB resolves these issues and specifically whether DB could still have 421 
some problems at lower or other frequencies. It is interesting that in some cases the 422 
calculation of DB weakens the common signal, suggesting that information which should 423 
ideally be preserved is to some extent being removed in the process, yet in other instances 424 
the strength of the common signal remains relatively unaffected or even shows 425 
improvement.  I suppose these questions can only be answered by various future studies 426 
that will further explore DB and I would not expect this to be fully covered here. But 427 
perhaps a statement could be included somewhere to caution and emphasize that 428 
considerable uncertainty remains with respect to the performance of DB and more work is 429 
required in this area. 430 
This is a valid comment and we should emphasise better that in fact the year-to-year 431 
signal in the LWB data is often stronger than the DB data. Although not relevant for 432 
this specific paper, a similar band-pass approach as utilised by Rydval et al. (2016 and 433 
2017) could work very well in the GOA region. We can add more discussion in this 434 
regard but this will be the focus for the final paper. 435 
 436 
L109-111 - Is there any indication to what degree early instrumental biases could be a 437 
limitation (if at all) in achieving the stated aim? 438 
This is an important point and we are happy to add further discussion about the issues 439 
of using early instrumental data. 440 
 441 
(L133-138) Is there actually any need to detrend DB series? What is the justification for 442 
this? Hypothetically, if both LWB and EWB contain the same ontogenetic trends then by the 443 
nature of the DB calculation this trend would be automatically removed. I do not know 444 
whether or not that is true. This may be a more complex issue - perhaps only the LWB 445 
contains this trend or the LWB and EWB trends related to age differ in some way. But is it 446 
not possible that by detrending the DB data some lower frequency climatic information 447 
may be unnecessarily removed?  Was the development of DB chronologies without 448 
performing detrending considered or explored in the analysis?  The DB chronology in 449 
Figure 5 actually looks like a reasonable chronology variant and so I wonder how non-450 
detrended DB chronologies would perform in terms of calibration and validation statistics 451 
relative to the detrended versions. 452 
This is a valid point. Theoretically, one would assume that DB would be similar to MXD 453 
in trend, but I don’t think the experimentation with BI based parameters are advanced 454 
enough to address this. I don’t think we can assume that EWB and LWB necessarily will 455 
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show the same ontogenetic trend. Appendix Figure 4 clearly shows a more complex 456 
mean age related curve for DB than LWB, but the latter will be impacted by the HW-SW 457 
colour changes, so it is difficult to judge this specifically. To partly assess this, an age 458 
dependent spline is now also used in the analysis presented in Figure 6 and 7. See 459 
above comments for Reviewer 1. 460 
 461 
L146-147 – This is a fairly short validation period.  Why not choose an equally long 462 
calibration and validation period which has been a common approach in other similar 463 
studies?  How sensitive are the results to this choice? 464 
The justification for these periods was not made and this should be clarified. As much 465 
of the TR data in Alaska experience calibration and validation issues, specifically in the 466 
recent period (so called Divergence), this approach was used for the initial 467 
calibration/validation tests. There will certainly be some sensitivity to the periods 468 
used, but it should not be forgotten that the full period calibration (1901-2010) was 469 
validated against the 19th century data (Figure 7), so multiple periods have been used.  470 
 471 
L244-245 acknowledges that this may be an issue. For example, would a different period 472 
affect the significance of any results in Table 4? 473 
We believe that consistency of the method for testing each of the parameters and their 474 
combinations is more important than using different periods per se. This is a valid 475 
point however and certainly the results will change somewhat if different periods were 476 
used. However, this was not the aim of the paper and the results of Table 4 and 5 must 477 
be pooled together to derive an objective assessment of the varying strengths and 478 
weaknesses of these different parameters. 479 
 480 
L147-148 and top panel in Figure 8 - Why not perform a nested PC reconstruction? By 481 
excluding even just one or two of the shortest sites this reconstruction could be extended 482 
to the mid or early 18th century, providing more information for comparison with the 483 
other reconstructions. 484 
It is not the specific aim at this time to derive a reconstruction specifically. This paper 485 
details multiple experiments to explore the utility of these different parameters for 486 
climate reconstruction and to highlight potential parameter specific biases. It is not 487 
clear why a nesting approach would change the conclusions already discussed in the 488 
paper. 489 
 490 
164-173 - Was the variance stabilized to account for changing replication / r-bar through 491 
time?  Even just a look at the changing variance with replication in Figure S4 in the 492 
supplementary material suggests that this should be performed. Either I have missed this 493 
or it is not stated in the methods section. 494 
Yes – sorry – variance stabilisation was performed and this should be mentioned in the 495 
methodology. 496 
 497 
L171 – Figure S4 suggests that linear detrending may not be the most appropriate choice to 498 
detrend for example the DB data. Based on the initial increase in the juvenile period of 499 
growth in the DB results, perhaps a somewhat more flexible detrending alternative could 500 
be explored to account for this initial increase? Additionally, Figure S4 raises some 501 
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intriguing questions about non climatic trends in the BI data. I suggest that a fourth panel 502 
showing results for EWB should also be shown here.  It appears that the initial juvenile 503 
trend is present in the EWB only. Does this not suggest that the EWB should not be used to 504 
’correct’ LWB in this initial ∼30-50 year period?! Because 505 
it appears that this initial trend is not present in the LWB data, but is introduced into DB by 506 
the EWB data making it necessary to then remove this trend again from the DB series. Due 507 
to the experimental nature of this TR variable, several methodological considerations such 508 
as the one discussed here remain unaddressed and have not been explored in this study. 509 
Considering the nature and aims of this manuscript, I would not expect a detailed 510 
evaluation of DB, however, methodological issues such as this and the need to explore them 511 
further should at least be acknowledged and more clearly highlighted in the text. 512 
Below is an extended Figure S4 which now includes the EWB age aligned curve. The 513 
reviewer is correct that there remains much ambiguity w.r.t. trends as a function of 514 
age. We agree that linear functions may not represent the best “fit” for detrending and 515 
reviewer 1 mentioned this issue as well. 516 
 517 
We have now added an age dependent spline option into the mix. See previous figures. 518 
 519 
 520 
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 521 
 522 
 523 
Is it reasonable to develop a RW + DB chronology / reconstruction considering the 524 
difference in the seasonal response of RW and BI data and the acknowledgement that RW 525 
may not be primarily controlled by summer temperatures in this region (L349-351 and 526 
L379-380)? 527 
Please see the results from the 1st differenced correlation response function analysis 528 
results. Yes – we believe that these parameters can be combined although please note 529 
that the reconstruction presented in Figure 7 are single parameter only. 530 
 531 
L187-189 – Maybe already refer to Figure 2 at the end of the first sentence.  532 
This section focusses only on the common signal and not the climate signal expressed 533 
by it. Figure 2 is relevant for the next section. 534 
 535 
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Perhaps specifically state somewhere in section 3.3 that JJAS was selected for further 536 
analysis for BI (presumably because this is the optimal season). 537 
Yes – this can be done. 538 
 539 
L196-198 – What might be the reason for such a broad seasonal response in the RW 540 
data in this region? Has this been discussed in any of the previous studies (e.g. Wilson et al. 541 
2007 or Wiles et al. 2014)? 542 
Yes – this was discussed in previous papers and is not relevant to the current paper. 543 
Please NB the 1st differenced CRFA results which shows that this extended season is still 544 
seen for the Feb-August season. 545 
 546 
L216 – Just an observation, it is a little surprising that RW agrees more strongly with DB 547 
and LWB than DB does with LWB. 548 
The primary author has noted this for multiple species/locations that DB often shows 549 
similarities to RW, but with lower 1st order autocorrelation. Remember that all of these 550 
parameters should be expressions of summer temperatures so they should show some 551 
similarity. This issue needs specific attention at some later stage but is beyond the aim 552 
of this current paper. 553 
 554 
L219-220 - Maybe worth clarifying here that EWB would not be expected to contain an 555 
actual climate signal in the first place. 556 
I do not think we know that specifically and work by Reviewer 1 focussing on the NH 557 
Schweingruber work clearly shows a relationship between minimum earlywood 558 
density and spring temperatures. It is however, not as strong as MXD with late summer 559 
temperatures. 560 
 561 
L241-242 – Is it possible that the failed validation could be related to the quality of 562 
instrumental data for this early period? 563 
That is indeed likely and we can expand on the discussion in this regard.  564 
 565 
L278-280 - This may simply indicate that the use of LWB and EWB to calculate DB is an 566 
imperfect procedure. It would be necessary to look at data from other locations (and also 567 
other species) to identify whether the DB trends in Figure S4 actually reflect inherent 568 
properties related to age (and should therefore be detrended) or are related to other 569 
factors. This is an important issue and it is unfortunate that this paper does not or cannot 570 
investigate this type of issue in more detail. But perhaps at least a bit more discussion could 571 
be included in relation to this? 572 
We like to think that this paper has explored this issue. There is a clear bias in the LWB 573 
data which appears partly (completely?) minimised in the use of the DB variant. Yes – 574 
clearly this needs more testing, but at the same time, the results may become less 575 
ambiguous as more data are added.  576 
 577 
L294-295 - The results in Figure S4 already indicate that a linear detrending curve can lead 578 
to a serious underestimation in the early parts of the series so the poor performance of 579 
LINsf is not surprising. 580 
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Yes – but the LINres is fine, so I think we are seeing an issue of the SF approach rather 581 
than mis-fitting of a detrending function per se. 582 
 583 
L314-317 - But as discussed in the text (and in relation to the results in lines 286-291) it is 584 
apparent that LWB is inherently biased. So why even consider it as a feasible option? 585 
Because this is a paper exploring the strengths and limitation of these parameters. 586 
Surely we need to show that these data are biased in the low frequency domain. The 587 
high frequency signal is however arguably better than DB and don’t forget that LWB 588 
does in fact pass most validation tests so this is a tricky issue to assess. 589 
 590 
L330 – Maybe include ‘(Figure 6 and 7)’ in the bracket since this reconstruction appears in 591 
both figures and is discussed in relation to Figure 7 in the previous paragraph. 592 
Yes – can easily add this in. 593 
 594 
L329-331 – It may be worth stating here something along the lines that the ’best per- 595 
forming’ PC and extended reconstructions are shown here and compared with Wiles and 596 
the glacial advance record - i.e. state the reason why these reconstructions are shown in 597 
Figure 8. 598 
Yes – can easily add this in. 599 
 600 
L358 – Or for species which do not have this colour difference to begin with. 601 
Yes – can easily add this in. 602 
 603 
Figure 3 – It is interesting that LWB calibrates and validates more strongly than DB in 604 
terms of the strength of the relationship. Why might this be the case?  Could this difference 605 
be related to replication? 606 
No – replication is the same – this appears to be related to the fact that DB portrays 607 
summers temperatures more weakly than LWB – EWB has a weak climate signal and 608 
may impact DB when it is calculated. This can be clarified further in the paper and 609 
does lead to the possibility that the band-pass approach to calibration used by Rydval 610 
et al. (2016/17) could be a realistic approach to dendroclimatic reconstruction in this 611 
region. However, this was not the focus of this paper which wanted to highlight the 612 
strength and weaknesses of the different parameters. We can add more discussion on 613 
this issue. 614 
 615 
Figure 6 - It is somewhat difficult to identify the trend of the LINres curve for LWB and 616 
especially DB - is it possible to improve the visibility of these curves? Also, in the figure 617 
caption (L596-597) maybe consider changing ‘low plots’ to ‘lower set of plots’. 618 
As many of the time-series are very similar, it is really not possible to address the first 619 
point in any meaningful well. However, we are happy to edit the caption accordingly. 620 
 621 
Figure 7 – Why not also show r2 rather than r for the 1850-1900 period? 622 
We can do this if required but it does not change anything w.r.t. interpretation. 623 
 624 
Table 1 - Is there any real meaning in including N-EPS information for EWB data? 625 
Presumably these data do not (or should not) contain any common climatic signal and 626 
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there would be no point in developing a chronology from these data that would be of much 627 
use. 628 
Why would EWB not portray a common signal? We disagree with this comment. 629 
 630 
Table 2 – Minor detail, but why not arrange the site order from west to east? Table 3 – Why 631 
is EWB positively (though weakly) correlated with DB?  632 
Completely agree. The order can be easily changes to a more logical east-west order as 633 
already presented in Table 3. 634 
 635 
Technical corrections: 636 
L32 – affecting instead of effecting 637 
Agreed – this can be corrected when “allowed” to edit the paper for final publication 638 
 639 
L71 – ‘as they are a measure of ...’  instead of ‘as they measure’ may be a more accurate 640 
statement. 641 
Agreed – this can be tweaked when “allowed” to edit the paper for final publication 642 
 643 
L109 – reconstructions instead of reconstruction 644 
Agreed – this can be corrected when “allowed” to edit the paper for final publication 645 
 646 
L126 – Please specify the exact calibration target type as there are different versions. 647 
IT8.7/1 is a transparency target whereas IT8.7/2 is a reflective target. I assume that the 648 
latter was used. 649 
Yes - IT8.7/2 – text can easily be edited. 650 
 651 
L211-212 – Consider rewording ‘potentially optimal’ to something along the lines of 652 
‘more optimal compared to a PC approach’. 653 
We prefer the current wording as a PC approach would not be possible with a sub-654 
fossil extension from one location. 655 
 656 
L218 – Consider specifically stating that the correlation between EWB and LWB is not 657 
significant. 658 
In actual fact the correlation is significant – but weak. Current wording is preferred. 659 
 660 
 Also, ‘of’ missing in ‘the utilization DB to’. 661 
Reviewer 1 already flagged this sentence as being clunky. We can revise. 662 
 663 
L288 – change ‘particular’ to ‘particularly’ 664 
Agreed – this can be corrected when “allowed” to edit the paper for final publication 665 
 666 
L637 – Is there a better word than ‘dominant’ which could be used here? 667 
Can be changed to “Calibration experiments for the four strongest seasons….” 668 
 669 

 670 
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Blue Intensity based experiments for reconstructing North Pacific 671 

temperatures along the Gulf of Alaska 672 
 673 

Rob Wilson1,2; Rosanne D’Arrigo, 2; Laia Andreu-Hayles2; R. Oelkers,2; Greg Wiles2,3; 674 

Kevin Anchukaitis4,2 and Nicole Davi2,5 675 

1. University of Saint Andrews, Saint Andrews, UK;  2. Tree-Ring Laboratory, Lamont-Doherty 676 

Earth Observatory, Palisades, NY, USA; 3. The College of Wooster, Wooster, Ohio; 4. School of 677 

Geography and Development & Laboratory of Tree Ring Research, University of Arizona, 678 

Tucson, AZ USA 5. William Paterson University, New Jersey, USA. 679 

To be Submitted to Climate of the Past  680 

Abstract: Ring-width (RW) records from the GOA have yielded a valuable long-term perspective 681 
for North Pacific changes on decadal to longer time scales in prior studies, but contain a broad 682 
winter to late summer seasonal climate response. Similar to the highly climate-sensitive maximum 683 
latewood density (MXD) proxy, the Blue Intensity (BI) parameter has recently been shown to 684 
correlate well with year-to-year warm-season temperatures for a number of sites at northern 685 
latitudes. Since BI records are much less labor intensive and expensive to generate than MXD, 686 
such data hold great potential value for future tree-ring studies in the GOA and other regions in 687 
mid-to-high latitudes. Here we explore the potential for improving tree-ring based reconstructions 688 
using combinations of RW and BI-related parameters (latewood BI and delta BI) from an 689 
experimental sub-set of samples at eight mountain hemlock (Tsuga mertensiana) sites along the 690 
GOA. This is the first study for the hemlock genus using BI data. We find that using either inverted 691 
latewood BI (LWBinv) or delta BI (DB) can improve the amount of explained temperature variance 692 
by > 10% compared to RW alone, although the optimal target season shrinks to June-September, 693 
which may have implications for studying ocean-atmosphere variability in the region. One 694 
challenge in building these BI records is that resin extraction did not remove colour differences 695 
between the heartwood and sapwood, so long term trend biases, expressed as relatively warm 696 
temperatures in the 18th century, were noted when using the LWBinv data. Using DB appeared to 697 
overcome these trend biases resulting in a reconstruction expressing 18th-19th century temperatures 698 
ca. 0.5oC cooler than the 20th/21st centuries. This cool period agrees well with previous 699 
dendroclimatic studies and the glacial advance record in the region. Continuing BI measurement 700 
in the GOA region must focus on sampling and measuring more trees per site (> 20) and compiling 701 
more sites to overcome site-specific factors affecting climate response and using sub-fossil 702 
material to extend the record. Although LWBinv captures the inter-annual climate signal more 703 
strongly than DB, DB appears to better capture long term secular trends that agree with other proxy 704 
archives in the region. Great care is needed, however, when implementing different detrending 705 
options and more experimentation is necessary to assess the utility of DB for different conifer 706 
species around the Northern Hemisphere. 707 
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 735 

Keywords: Blue Intensity, Gulf of Alaska, Tree Rings, Reconstruction, North Pacific; Short 736 
Title: Gulf of Alaska Blue Intensity Tree-Ring Temperature Reconstruction 737 

 738 

1. Introduction 739 

 The climate of the Gulf of Alaska (GOA) is strongly influenced by the atmosphere-ocean 740 

variability of the North Pacific sector (e.g. the Pacific Decadal Oscillation, Mantua et al. 1997), 741 

with profound socioeconomic implications for the region (Ebbesmeyer et al. 1991). The variability 742 

of such synoptic climate phenomena is more strongly expressed in winter. Ring-width (RW) data 743 

measured from montane treeline conifer trees in the GOA region often express a broad seasonal 744 

response window (e.g. January-September, Wilson et al. 2007; February-August, Wiles et al. 745 

2014), which has allowed such data to provide information on cold season synoptic dynamics 746 

covering almost two thousand years (Barclay et al. 1999, D’Arrigo et al. 2001, Wiles et al. 2004 747 

and 2014, Wilson et al. 2007).  748 

  749 

Maximum-latewood density (MXD) measurements have yielded long records of past summer 750 

temperatures for many regions in the northern mid-to-high latitudes (e.g. Schweingruber 1988, 751 

Briffa et al. 2002, Anchukaitis et al. 2013, Schneider et al. 2015), but such records do not yet exist 752 

for the GOA. MXD series are particularly desirable as such records often have stronger 753 

correlations with temperatures than RW and result in climate reconstructions with better skill and 754 

spectral fidelity (Anchukaitis et al. 2013, Esper et al. 2015, Wilson et al. 2016, Anchukaitis et al. 755 

2017). This is partly because RW chronologies typically exhibit higher autocorrelation and lagged 756 

memory effects than MXD (Briffa et al. 2002; Anchukaitis et al. 2012), but also because RW may 757 

potentially integrate other ecological signals (e.g. disturbance and stand dynamics) which can 758 
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obscure the climate signal (Rydval et al. 2015). Yet, only two millennial-length MXD records are 763 

currently published for all of north-western North America (Icefields, British Columbia (BC), 764 

Canada - Luckman and Wilson 2005; Firth River, Alaska - Andreu-Hayles et al. 2011, Anchukaitis 765 

et al.  2013) and no MXD data have been generated to date for the entire GOA. This situation 766 

partly relates to the expensive and labor intensive nature of MXD measurement, but also because 767 

the wood of mountain hemlock (Tsuga mertensiana), a dominant conifer species in the GOA, is 768 

rather brittle and does not lend itself well to standard sample preparation for MXD measurement.  769 

 770 

To help meet the need for additional climatically-sensitive density records from north-western 771 

North America, we present herein an exploration of novel Blue Intensity (BI) parameters measured 772 

from scanned images of tree core samples from the GOA. Minimum latewood blue intensity 773 

(LWB) has recently been shown to have strong similarities to MXD, and is much cheaper and 774 

simpler to generate (McCarroll et al. 2002; Björklund et al. 2014, 2015; Rydval et al, 2014; Wilson 775 

et al. 2014, 2017). LWB is closely related to MXD as they both measure similar wood properties 776 

(combined hemicellulose, cellulose and lignin content related to cell wall thickness), and both are 777 

well correlated with warm-season temperatures (Campbell et al. 2007; Björklund et al. 2014, 778 

Rydval et al. 2014, Wilson et al. 2014). This correspondence between BI and temperature has 779 

recently been shown to hold true for several locations and tree species, including Scots pine (Pinus 780 

sylvestris) in Scotland, UK (Rydval et al. 2014) and Sweden (Björklund et al. 2014, 2015), 781 

Caucasian fir (Abies nordmanniana) in the Northern Caucasus’ (Dolgova 2016), Stone pine (Pinus 782 

cembra) in Austria (Wilson et al. 2017), Engelmann spruce (Picea engelmannii) from the Canadian 783 

Rockies, British Columbia, Canada (Wilson et al. 2014) and our own analyses of white spruce 784 

(Picea glauca) in north-western North America (Andreu-Hayles et al., ms. in prep.). Although BI 785 
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often requires larger sample sizes than MXD to improve signal strength (Wilson et al. 2014), this 792 

is not a concern due to the low cost of the method.  793 

 794 

The greatest limitation of LWB, however, is that any colour variation that does not represent year-795 

to-year climate-driven cell wall thickness changes will bias the resultant raw reflectance 796 

measurements. For example, some conifer species (including Scots pine and mountain hemlock) 797 

show a clear sharp or transitional colour change from the heartwood to sapwood, which, even after 798 

resin extraction using ethanol or acetone, can still impose a systematic change in reflectance 799 

around the heartwood/sapwood transition (Rydval et al. 2014; Björklund et al. 2014, 2015). Further 800 

colour variations, often seen in dead but preserved snag or sub-fossil wood, can also result in 801 

systematic biases when combined with data measured from living samples (Björklund et al. 2014, 802 

2015; Rydval et al. 2014). Björklund et al. (2014) proposed a potential solution to the 803 

heartwood/sapwood colour bias issue by effectively detrending the LWB measurements by 804 

removing the inherent common colour changes of the earlywood and latewood (i.e. those related 805 

to heartwood/sapwood colour change). This is accomplished by subtracting the raw LWB value 806 

from the maximum blue reflectance value of the earlywood (EWB) for each year. The resulting 807 

new parameter, delta blue intensity (hereafter referred to as DB), should theoretically be less biased 808 

by such non-climatic related colour changes. Although Björklund et al. (2014, 2015) presented 809 

compelling results using Scots pine in Sweden, DB has not yet been tested elsewhere or on any 810 

other species.  811 

 812 

Finally, although BI based variables hold great promise as an alternative proxy to MXD, another 813 

potential concern is the possibility that reflectance based measurements may not capture low 814 
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frequency information related to long term-climate changes. Wilson et al. (2014), working with 827 

Engelmann spruce from British Columbia, which does not have a visual colour difference between 828 

the heartwood and sapwood, urged caution as both the MXD and LWB parameters were sensitive 829 

to different detrending options and there was some indication that LWB could not capture as much 830 

low frequency information as MXD. However, this observation could not be fully addressed due 831 

to the relatively short instrumental record in British Columbia.  832 

 833 

In this paper, building upon previous RW based research (Wilson et al. 2007, Wiles et al. 2014), 834 

we measure BI variables (EWB, LWB and DB) from multiple sites in the GOA to evaluate: (a) 835 

whether BI can improve on previous RW-only based reconstructions, and (b) whether meaningful 836 

low frequency information can be gleaned from these data by exploiting the long monthly 837 

instrumental record from Sitka, Alaska back into the mid-19th century to validate secular trends in 838 

the TR data.  839 

 840 

 841 

2. Methods and Analysis 842 

  843 
For this exploratory study, BI measurements were made on a subset (ca. 15 single tree cores per 844 

site) of crossdated core samples collected over the past few decades from living mountain hemlock 845 

(Tsuga mertensiana Bong. Carrière) trees located at eight sites near altitudinal treeline 846 

(approximately ~300-400 meters above sea level) along the GOA (Table 1, Figure 1). Data from 847 

these and additional sites were used previously to create coastal GOA RW based temperature-848 

related reconstructions (D’Arrigo et al. 2001, Wilson et al. 2007, Wiles et al. 2014).   849 

 850 
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The tree core samples were immersed in acetone for 72 hours to remove excess resins in the wood 854 

(Rydval et al. 2014) and then finely sanded to 1200 grit to remove marks and abrasions prior to 855 

scanning. An Epson V850 pro scanner, using an IT8.7/2 calibration card in conjunction with 856 

Silverfast scanning software, was used to scan the samples at 2400 dpi resolution. Raw EWB and 857 

LWB variables were measured using CooRecorder 8.1 software (Cybis 2016 - 858 

http://www.cybis.se/forfun/dendro/index.htm), which has capabilities to acquire accurate 859 

reflectance intensity RGB colour measurements from scanned wood samples (see Rydval et al. 860 

2014). DB values were calculated within CooRecorder by subtracting the raw LWB values from 861 

the raw EWB values for each year. Since raw LWB is negatively correlated to MXD (high density 862 

‘dark’ latewood = low reflectance), values were inverted following the method detailed in Rydval 863 

et al. (2014) to allow for LWB (hereafter denoted as LWBinv) to be detrended in a similar way to 864 

MXD (see also Wilson et al. 2014). The nature of the DB calculation results in this parameter 865 

being positively correlated with LWBinv, so these data could also be theoretically detrended in a 866 

similar way. It should be noted that Björklund et al. (2014) proposed that LWBinv should be 867 

referred to as maximum latewood blue absorption intensity. 868 

 869 

As the mean sample length (Table 1) for all sites was > 200 years, for initial experiments 870 

comparing the different tree-ring (TR) variables, the RW, LWBinv, EWB and DB data were 871 

detrended using fixed 200-year cubic smoothing splines (Cook and Peter 1981) to retain the 872 

interannual to multi-decadal signal and minimize any potential lower frequency biases due to 873 

heartwood/sapwood colour changes. The variance of the site and regional composite chronologies 874 

were temporally stabilized using techniques detailed in Frank et al. (2007a). These chronology 875 

versions were assessed by (1) signal strength statistics: both common signal (via mean inter-series 876 
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correlation – RBAR) and expressed population signal (EPS - Wigley et al. 1984) statistics, (2) 883 

between variable correlation, (3) between site coherence using a rotated principal component 884 

analysis (PCA, varimax rotation using correlation matrices with eigenvectors retained with an 885 

eigenvalue > 1.0) and (4) climate response derived by correlations between regional composite TR 886 

variable mean series and the dominant PC scores against monthly and season variables of 887 

temperature (CRU TS 3.24 (Harris et al. 2012): 57-61oN / 153-134oW).  888 

 889 

The 200-year spline chronology versions were also used to explore calibration (1901-1960) and 890 

validation (1961-1989) based principal component regression reconstruction experiments using 891 

the CRU TS data. The 1961-1989 period was specifically used for validation as many tree-ring 892 

width based temperature sensitive chronologies in Alaska do not track recent temperature trends 893 

well – a phenomenon often referred to as the “Divergence Problem” (D’Arrigo et al. 2008). For 894 

the PCA, a reasonably replicated common period (1792-1989) was used where tree series 895 

replication was > 5 trees. All site chronologies are replicated with > 10 trees from 1792 except for 896 

JM and SR (see Table 1) where replication is 6 and 5, respectively. Reconstruction validation was 897 

performed using the Pearson’s correlation coefficient (r), the Reduction of Error (RE) and the 898 

Coefficient of Efficiency (CE - Cook et al., 1994). Further validation was performed over the 1850-899 

1900 period using the gridded BEST instrumental data (Rohde et al., 2012), extracted for the same 900 

region as the CRU TS (57-61oN / 153-134oW), after these data were scaled to the CRU TS data 901 

over the 1901-2015 period. CRU TS and BEST are compared (Supplementary Figure S1) to the 902 

original GOA 5-station mean records used in Wilson et al. (2007) to confirm that the gridded 903 

products are good representations of the regional temperature signal. The higher variance of the 904 

pre-1950 period in the 5-station mean is related to the fact that variance stabilization (Frank et al. 905 
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2007a) was not performed when this mean series was originally developed (Wilson et al. 2007) 906 

and is therefore likely a less robust measure of GOA temperatures than the gridded products. 907 

 908 

Finally, to improve overall expressed signal strength and explore the potential of reconstructing 909 

robust low frequency temperature changes in the region, the data from each of the eight sites were 910 

pooled to derive GOA regional composite records for each of the TR variables. These pooled 911 

composite variable datasets, with their greater overall replication, allowed detrending experiments 912 

to be performed to ascertain the sensitivity of the final parameter chronologies to different 913 

detrending choices. Specifically, RW detrending experiments were performed using (1) STD: 914 

negative exponential function or negative or zero slope linear function detrending via division; (2) 915 

NEPT: negative exponential function or negative or zero slope linear function detrending via 916 

subtraction after power transformation of the raw RW data (Cook and Peters 1997); and (3) RCS: 917 

single group regional curve standardization (RCS - Briffa et al., 1996; Esper et al., 2003; Briffa 918 

and Melvin 2008) detrending via division. The regional age-aligned curve was smoothed using a 919 

cubic smoothing spline (Cook and Peters 1981) of 10% the series length. For each of these three 920 

approaches, the ‘Signal-Free’ (SF - Melvin and Briffa 2008) approach to detrending was also used. 921 

Finally, the composite chronologies, also using the SF approach, were also derived using the age 922 

dependent spline (ADS) approach introduced by Melvin et al. (2007) to track more complex 923 

growth trends that may not be captured well with the STD, NEPT and RCS approaches. These 924 

different detrending options resulted in an ensemble of 7 different RW composite chronologies. 925 

For LWBinv and DB, as they theoretically should behave more like MXD, which often has a 926 

decreasing linear trend, detrending was performed using (1) LINres: negative or zero slope linear 927 

function detrending via subtraction - with and without the SF approach; (2) RCSres: single group 928 
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RCS detrending via subtraction - with and without the SF approach; and (3) ADSsf: the signal free 933 

age dependent spline approach. Overall, for LWBinv and DB, five chronology variants were 934 

developed for analysis. 935 

 936 

3. Results and Discussion 937 

Common signal within the network 938 

RW has the strongest common signal with a median overall RBAR of 0.44 (8 site range: 0.33 – 939 

0.49 - Table 1), whereas LWBinv and DB both have weaker RBAR values of 0.24. EWB shows the 940 

weakest common signal with a median RBAR from the 8 sites of only 0.12. In order of decreasing 941 

between-series common signal, the number of trees needed to attain an EPS of 0.85 are 7 (RW), 942 

18 (LWBinv and DB), and 41 (EWB) for each variable respectively. On average, therefore, except 943 

for RW, actual replication for the reflectance based parameter chronologies are often lower than 944 

would be ideally needed to attain a robust expressed population signal. This is important to keep 945 

in mind as it is likely that the experimental calibration results presented herein will improve as 946 

replication is increased. 947 

 948 

The weak signal strength in EWB compared to RW, LWBinv and DB is also reflected in the PCA. 949 

The leading PC for RW, LWBinv and DB explains 59%, 53% and 57% of the overall variance, 950 

respectively, while just 39% is explained by the EWB PC1. In general, the loadings (based on a 951 

varimax rotation) of the chronologies on each PC for each variable are related to the geographical 952 

locations across the GOA with PC1 representing the eastern sites and PC2 the western ones 953 

(Figures 1 and 2). A similar spatial distribution of loadings was noted in Wilson et al. (2007) using 954 

RW data from 31 living sites across the GOA. 955 
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 974 

Seasonal temperature sensitivity 975 

EWB contains a weak response to summer temperature variability with almost no late summer 976 

temperature signal (Figure 2) although some significant correlations (r = ~0.3 - 0.4) are found with 977 

May and previous October/November temperatures (supplementary Figure S2). Correlations with 978 

seasonal temperatures, after 1st differencing, identifies no significant response (supplementary 979 

Figure S3). In agreement with previous work (Wilson et al. 2007; Wiles et al. 2014), RW correlates 980 

well with a broad range of summer seasons (Figure 2), showing positive correlations for nearly all 981 

months from January through to September (Supplementary Figure 2) with June returning the 982 

strongest correlation. Correlations do weaken when the data are 1st differenced (supplementary 983 

Figure S3), but the Wiles et al. (2014) RW composite still retains a strong response with February-984 

August temperatures although for the other RW based time-series, the summer season shows the 985 

strongest coherence. LWBinv and DB, show a weaker response with the late winter/spring months 986 

compared to RW and strongest correlations with June, July and August (Figure 2). These 987 

observations were expected as LWBinv and DB should express similar growth/climate response 988 

properties to MXD.  989 

 990 

For the RW, LWBinv and DB data, there appears to be a geographical difference in response with 991 

PC1 (eastern sites) showing stronger seasonal (Figure 2) and monthly (supplementary Figure S2) 992 

correlations with temperature than PC2 (western sites). However, correlations of the individual 993 

site chronologies for each TR variable (Table 2) against June-September temperatures (optimal 994 

season for reconstruction – see later) suggest that there is a degree of variability of the individual 995 

sites’ response to summer temperatures across the GOA. As PC2 is weighted more towards the 996 
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TBB site (see PCA loadings in Figure 2 for RW, LWBinv and DB) which correlates weakly with 1007 

JJAS, it is therefore not surprising that this PC correlates weakly with summer temperatures. After 1008 

1st differencing, however, these regional differences disappear (supplementary Figure S3) 1009 

suggesting there are potential post-detrending trend biases in the chronologies weighted on PC2. 1010 

 1011 

It is important to note that the correlation of the mean composite chronologies with summer 1012 

temperatures (Figure 2 and especially supplementary Figure S3 after a 1st differenced 1013 

transformation) are stronger than the PC1 results. This suggests that a regional mean composite 1014 

approach is potentially optimal in the context of deriving a GOA wide reconstruction which can 1015 

be extended in the future by data generated from sub-fossil samples.  1016 

 1017 

The positive correlation of RW, LWBinv and DB to summer temperatures (Figure 2 and Table 2) 1018 

is also reflected in the inter-correlation between these different variables (Table 3). RW agrees 1019 

most strongly with DB, followed by LWBinv. EWB, unsurprisingly, has the weakest relationship 1020 

with the other 3 TR variables. Hereafter, due to the poor signal strength and weak climate signal, 1021 

the EWB data were not used for further analysis, except in the DB calculations. 1022 

 1023 

Calibration/validation experiments 1024 

Calibration and validation statistics for various PC regression variable combinations for several 1025 

summer target seasons are detailed in Table 4 along with results using the GOA RW composite of 1026 

Wiles et al. (2014). Firstly, calibration of Wiles et al. (2014) to the CRU TS 3.24 data (February – 1027 

August) over the 1901-1989 period (r2 = 0.33) is stronger than the new RW GOA composite (r2 = 1028 

0.27) which also shows a significant trend in the model residuals. This residual trend possibly 1029 

Deleted:  

Deleted: However,

Deleted: results 

Formatted: Superscript

Deleted: marginally 

Deleted:  

Formatted: Subscript

Formatted: Subscript

Deleted: Importantly, the correlation between EWB and 
LWB is weak which is the theoretical ideal for the utilization 
DB to minimize potential heartwood/sapwood colour change 
biases (Björklund et al. (2014). 

Deleted: alone 

Deleted: was 

Deleted:  



 32

reflects the fact that there could be a longer term trend missing in the RW data due to the use of 1042 

200-year spline detrended chronologies when compared to the RCS processed version of Wiles et 1043 

al. (2014). Also, the slightly weaker results for the new RW data likely reflect lower replication in 1044 

the current study compared to Wiles et al. (2014). 1045 

 1046 

The strongest calibration ar2 values for each BI parameter over the 1901-1960 period are 0.49 and 1047 

0.47 for LWBinv and DB respectively for the JJA season although DB fails validation with negative 1048 

RE and CE values over the 1961-1989 period. Minimal model improvement is gained by including 1049 

RW data. RW+LWBinv calibrates best (ar2 = 0.49) with JJA while RW+DB explains more 1050 

temperature variance for MJJAS (ar2 = 0.51). However, in both cases, validation RE and CE are 1051 

negative. Focussing on the full period (1901-1989) calibration, strongest results are found for the 1052 

JJAS season for all parameter options with ar2 values of 0.27 (RW), 0.43 (LWBinv), 0.38 (DB), 1053 

0.38 (RW+LWBinv) and 0.39 (RW+DB) with no 1st order autocorrelation observed for any version. 1054 

Importantly, only the RW+DB version shows no significant linear trend in the model residuals. 1055 

The full period (1901-1989) calibrated reconstructions (Table 4) for each of the variable options 1056 

are presented in Figure 3 along with independent validation (1850-1900) with the BEST gridded 1057 

data. All parameter iterations fail validation (negative CE values) except for RW+DB which 1058 

returns positive RE (0.57) and CE (0.19) values. Overall, using this subset of samples from these 1059 

8 sites, the calibration results (Table 4 and Figure 3) indicate that BI based parameters explain 1060 

more temperature variance than using RW alone. However, the fidelity of the resultant 1061 

reconstructions appears sensitive to the periods of calibration and validation used and it is not clear 1062 

which of these parameters best represent longer term secular change as the chronologies were 1063 

limited in the frequency domain by using a fixed 200-year spline detrending option. 1064 
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 1078 

The large-scale climate signal expressed by these data is illustrated by comparing the RW+DB 1079 

JJAS reconstruction with gridded land/sea HadCRUT4 (Morice et al. 2012; Cowtan and Way 2014 1080 

– Figure 4a) and land only CRU TS 3.24 (Harris et al. 2012 – Figure 4b) temperatures for the GOA 1081 

and North Pacific sector. Although the spatial correlations are stronger towards Juneau and Sitka 1082 

(see Figure 1 for locations) in the east of the region it is clear that these new data represent the 1083 

temperature variability of the wider GOA region and North Pacific. Continued measurement of BI 1084 

based parameters from sub-fossil samples taken from across the GOA will allow long term summer 1085 

temperature variability to be derived for at least the last millennium which will complement the 1086 

long RW based temperature reconstructions expressing a broader seasonal window (Wilson et al. 1087 

2007; Wiles et al. 2014). 1088 

 1089 

Potential low frequency bias 1090 

The main potential limitation to the use of BI based TR variables such as LWB is concerned with  1091 

low frequency trend biases related to wood colour change. Mountain hemlock, in general, shows 1092 

darker heartwood and lighter sapwood which resin extraction appears to only minimise but not 1093 

entirely remove. However, this colour change is not a sharp transition and is expressed in raw 1094 

EWB and LWB measurements as a steady increase in reflectance intensity. Non-detrended mean 1095 

composite chronologies of EWB and LWB for the whole GOA region (Figure 5) clearly show the 1096 

impact of the heartwood/sapwood colour change with increasing intensity values through time (see 1097 

also Supplementary Figure S4 for a single tree example), especially since the late 18th century. In 1098 

contrast, MXD generally shows a linear decreasing trend with increasing cambial age (Esper et al. 1099 

2012). If LWB is indeed a comparable (but inverted) TR variable to MXD as a measure of 1100 
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latewood anatomical density properties, then we would expect, therefore, an increasing trend in 1105 

raw LWB values. Figure 5 therefore poses a potential “mixed-signal” conundrum as the observed 1106 

trend in the GOA raw mean LWB composite will incorporate the secular climate signal, the true 1107 

age-related trend of changing latewood density, and the heartwood/sapwood colour change bias. 1108 

Although using DB can theoretically overcome the colour bias issue, it has not been explored in 1109 

any detail beyond the original concept papers (Björklund et al. 2014, 2015). The mean DB non-1110 

detrended GOA chronology (Figure 5) has minimal long term trends, which could suggest that the 1111 

colour change bias has been removed or at least minimised. 1112 

 1113 

Mean cambial age-aligned curves of the EWB, LWB and DB data show very distinct trends 1114 

(Supplementary Figure S5). LWB appears to show a general linear increase in values – a trend that 1115 

would be expected if LWB indeed does reflect similar wood properties (inversely) to MXD.  DB, 1116 

however, has a more complex mean growth curve, essentially reflecting trends in the EWB data, 1117 

and shows an initial increasing juvenile trend for ~50 years, a period of stabilisation and then a 1118 

decreasing trend from about ~200 to 300 years. These different age-aligned curves highlight that 1119 

different detrending options may well be needed for these different TR variables. 1120 

 1121 

A range of credible options for detrending the RW, LWBinv and DB GOA regional composite data 1122 

are presented in Figure 6. The outcome for the RW data appears extremely consistent even when 1123 

using STD vs RCS based methods. However, the LWBinv and DB chronologies are much more 1124 

sensitive to the detrending method used. Compared to RW and DB, all LWBinv chronology variants 1125 

show above zero index values in the 18th century, which likely reflects the low reflectance bias of 1126 

the darker heartwood compared to the sapwood because the LWBinv data have been inverted. The 1127 
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RCS versions appear particularly inflated and as LWBinv is positively correlated with summer 1142 

temperatures (Figure 2), this would result in markedly warm temperature estimates during the LIA 1143 

compared to the 20th century which is at odds with previous GOA dendroclimatic analyses (Wiles 1144 

et al. 2014) and the geomorphological record, which indicate substantial cool conditions and 1145 

glacial advance from the 17th to 19th centuries (Wiles et al., 2004; Solomina et al. 2016). RCS can 1146 

impart significant low frequency bias when the assumptions and requirements of the method are 1147 

not met (Melvin and Briffa 2014; Anchukaitis et al. 2013) and as the GOA composite utilises only 1148 

living trees, this is a far from optimal sample design for this detrending method. For DB, the LINsf 1149 

version deviates markedly from LINres, RCSres,  RCSsf and ADSsf variants with very low values 1150 

(< -6 standard deviation from 1901-1989 mean) before 1700 followed by a strong linear increase 1151 

until present. A similar observation was noted in Wilson et al. (2014) where signal free detrending 1152 

of LWBinv and MXD resulted in much cooler LIA conditions than other detrending approaches. 1153 

  1154 

JJAS GOA summer temperatures back to 1600 1155 

The long GOA instrumental record allows for additional assessment of how different reflectance 1156 

based chronology variants track temperatures back through time. Using the extended BI based 1157 

regional composite records, further reconstruction experiments against the JJAS season were 1158 

performed using LWBinv and DB separately (Table 5) by calibrating against JJAS CRU TS3.24 1159 

(1901-2010) and separately validating using the BEST data (1850-1900). For the LWBinv data, due 1160 

to their strong post 1970s decreasing trends (Figure 6), RCSres and RCSsf calibrated poorly (Table 1161 

5: r2 = 0.07 and 0.05 respectively) and validated with negative CE values over the 1850-1900 1162 

period. LINres and LINsf explained 41% of the temperature variance while the ADSsf variant 1163 

explained 47%.  All three versions validated reasonably well with positive RE and CE values. 1164 
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Significant 1st-order autocorrelation (DW range 1.28 to 1.37) and linear trends (LINr range 0.36 1176 

to 0.48) were however noted for all model residuals except for ADSsf. For the DB data, calibration 1177 

was strongest for RCSsf, RCSres and ADSsf with positive RE and CE values for all versions 1178 

except ADSsf which failed the CE test. The residuals from the RCSsf, RCSres and ADSsf 1179 

calibrations show no 1st-order autocorrelation although a significant linear trend is observed. 1180 

 1181 

Considering the calibration and validation experiments presented in Tables 4 and 5, our results do 1182 

not definitively identify whether LWBinv or DB is the optimal BI based parameter for 1183 

reconstructing past summer temperatures for the GOA region. Part of this ambiguity potentially 1184 

stems from unknown uncertainties in the 19th century instrumental data, but the sensitivity of the 1185 

TR parameters to different detrending options (Figure 6) exacerbates the situation. Calibration 1186 

suggests that the inter-annual based signal of LWBinv is marginally stronger than DB but validation 1187 

against the 19th century data cannot distinguish between the different parameters. The clear 1188 

differences between the chronology versions (Figure 6), especially before 1850, have huge 1189 

implications for understanding past temperatures in the region. 1190 

 1191 

To try and derive a parameter specific view of long term temperature changes for the region, a 1192 

weighted mean using the five different variants were combined to create a regional average. The 1193 

r2 values, derived from the 1901-2010 calibration (Table 5), was used as a weighting term to 1194 

calculate the parameter specific weighted averages which were then calibrated (1901-2010) and 1195 

validated (1850-1900) in the same way as detailed in Table 5. The resultant weighted LWBinv and 1196 

DB regional reconstructions report quite different histories of past GOA temperatures (Figure 7). 1197 

Specifically, the LWBinv reconstruction has temperature estimates from the late 17th to mid-19th 1198 
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century warmer than the 1961-1990 mean, while the DB reconstructions exhibits generally cooler 1220 

conditions. Both reconstructions explain a similar amount of summer temperature variance 1221 

(LWBinv: 43% vs. DB: 40%) and validate well with positive RE and CE values. The regression 1222 

residuals from both versions have a significant linear trend, but only for DB was no significant 1st 1223 

order autocorrelation identified in the residuals. From comparison to the instrumental data alone, 1224 

therefore, one cannot objectively identify which of the two parameter versions is most robust. 1225 

Wilson et al. (2014) highlighted the difficulties of relying solely on the instrumental data to 1226 

validate the long-term trend in any reconstruction. Moreover, there could be unknown 1227 

inhomogeneity issues in early instrumental data series which are difficult to identify which would 1228 

influence calibration and validation (see Frank et al. 2007b). Therefore, alternative sources of 1229 

relevant information are recommended for further validation. As the geomorphological record in 1230 

the region suggests a prolonged period of glacial advance occurred in the GOA up to the early 20th 1231 

century (Wiles et al., 2004; Solomina et al. 2016) when a substantial retreat started, we hypothesize 1232 

that the pre-1900 period must therefore have been cooler. This would suggest that the DB based 1233 

reconstruction is likely more representative of past GOA temperatures than the LWBinv driven one. 1234 

 1235 

Figure 8 presents the RW + DB principal component reconstruction (Figure 3), the weighted 1236 

LWBinv and DB extended reconstructions (Figure 6), and the Wiles et al. (2014) RW based 1237 

reconstruction and compares them to the GOA regional glacial advance record (Wiles et al., 2004; 1238 

Solomina et al. 2016). The LWBinv reconstruction is clearly at odds with the other records with 1239 

warmer than average temperatures for many periods over the last 400 years and no specific 1240 

prolonged cooler periods though the LIA. The other TR reconstructions demonstrate centennial 1241 

and multi-decadal agreement, although the extended DB reconstruction exhibits a smaller 1242 

Deleted:  (RCSsf)

Formatted: Subscript

Deleted: (Table 5)

Deleted: express

Deleted: is no

Deleted: and it is not

Formatted: Superscript

Deleted: was 

Deleted:  and f

Deleted: choose 

Deleted:  although there are arguably less problems with the 
model residuals when utilising the DB data

Deleted: impact 

Deleted: needed 

Formatted: Subscript

Formatted: Not Superscript/ Subscript

Deleted:  (RCSsf)

Deleted: expressing

Deleted: that have

Deleted: has 



 38

amplitude of temperature change between the LIA period and the 20th century. Overall, 1259 

temperatures in the GOA region were below the 1961-90 norm throughout most of the LIA with 1260 

temperatures only rising to substantially higher values in the early 20th century. The coldest decadal 1261 

periods are centred around the 1700s, 1750s, and 1810s. The glacial advance record shows periods 1262 

of advance through the LIA, peaking at the end of the 19th century. Despite the use of 200-year 1263 

spline detrended chronologies, the RW+DB reconstruction has a similar amplitude change to the 1264 

Wiles et al. (2014) record, which was derived from RCS processed RW data. It should be noted 1265 

also that this RW based reconstruction was calibrated against Feb-August temperatures which has 1266 

a greater increasing temperature trend (0.81oC/century vs 0.62oC/century) and higher variance 1267 

(0.79 vs 0.41) than JJAS (calculated using BEST data from 1850-2015), which will influence the 1268 

amplitude of the reconstruction (Esper et al. 2005). 1269 

 1270 

4. Conclusions 1271 

We have described a set of experimental temperature reconstructions based on RW, LWBinv and 1272 

DB data measured from eight tree-ring sites along the Gulf of Alaska. Focusing on these data sets, 1273 

the results demonstrate that inclusion of BI based variables can significantly improve the calibrated 1274 

variance explained using RW alone by more than 10%.  1275 

 1276 

RW, LWBinv and DB are strongly correlated with each other (Table 3) but the inclusion of LWBinv 1277 

or DB shifts the calibrated signal from a broad (February-August, Wiles et al. 2014) season using 1278 

RW alone to a late summer (JJAS) season. The influence of late winter and early spring 1279 

temperatures on RW suggest that this variable may, in fact, still be the more optimal variable for 1280 

studying important synoptic phenomena such as north Pacific variability, which dominates in the 1281 
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winter months (Wilson et al. 2007).  1286 

 1287 

The LWBinv data, for mountain hemlock, despite calibrating and validating in a similar way to DB, 1288 

are clearly affected by heartwood/sapwood colour differences which impart a trend bias in the 1289 

resultant chronologies and reconstructions (Figures 6, 7 and 8). However, this bias may not 1290 

necessarily always occur for other species showing a heartwood/sapwood colour change which 1291 

could be removed through traditional resin extraction methods. For the first time since the original 1292 

concept papers by Björklund et al. (2014, 2015), we have experimented with the DB variable. The 1293 

resulting reconstruction agrees well with a previous RW based reconstruction (Wiles et al. 2014) 1294 

and the glacial advance record (Wiles et al., 2004; Solomina et al. 2016) for the region.  1295 

 1296 

The analyses presented herein must be viewed as a series of experiments to inform 1297 

dendroclimatologists of possible methodological strategies that need to be considered for 1298 

improving TR based reconstructions using BI based variables. Specific to the GOA region, but 1299 

likely relevant to other regions and species, we therefore detail the following recommendations: 1300 

 Although MXD typically has a higher expressed population signal (EPS) strength and 1301 

climate responses than RW (Wilson and Luckman 2003), signal strength in LWB and DB 1302 

in GOA hemlock is weaker than RW, so replication needs to be substantially increased 1303 

(ideally > 20 trees – Table 1) to allow the development of robust chronologies. Rydval et 1304 

al. (2014) also showed that a substantial improvement in LWB signal strength could be 1305 

gained by measuring 2 or even 3 radii per tree.  Additional assessments of signal strength 1306 

should be conducted as new species and sites are analysed using BI methods.  1307 

 For conifer species with a clear colour difference between the heartwood and sapwood, 1308 
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LWBinv may likely always contain biased long-term trends. The DB variable could 1314 

potentially minimize this effect as shown here, but more experimentation with this 1315 

parameter is needed before it can be commonly used as a solution to the LWBinv colour 1316 

bias problem. Rydval et al. (2017), using Scots pine, overcame the heartwood/sapwood 1317 

colour bias by utilising a band-pass approach to calibration, where LWBinv drove the 1318 

decadal and high frequency fraction of the Scottish temperature reconstruction, while RW 1319 

drove the low frequency variability. This approach however assumes that (1) RW is 1320 

predominantly controlled by summer temperatures and (2) meaningful long-term 1321 

information can be gleaned from RW data, which may not always be the case (Esper et al. 1322 

2012). 1323 

 There is substantial sensitivity of the final chronologies to varying methodological 1324 

detrending approaches. Much more exploration of the impact of different detrending 1325 

choices is needed and it is likely that ensemble based approaches (Wilson et al. 2014) will 1326 

ultimately be the only way to derive realistic estimates and appropriate detrending based 1327 

uncertainties bounds. Locations with long instrumental records may help identify more 1328 

optimal detrending options but care is needed, as it cannot be assumed that the quality of 1329 

19th century data is comparable to late 20th/early 21st century data. Utilizing other proxy 1330 

observations of past climate (e.g. in this case the glacial record) may help further constrain 1331 

TR estimates of past climate especially when different chronology variants (that validate 1332 

well) portray quite different past temperature histories. 1333 

 1334 
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