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Abstract. Simulations with the Max Planck Institute Earth System Mq#&PI-ESM) are used to study the sensitivity of
the AMOC and the deep ocean water masses during the LastaGMakimum to different sets of forcings. Analysing the
individual contributions of the glacial forcings revealfst the ice sheets cause an increase in the overturninggtrand

a deepening of the North Atlantic Deep Water (NADW) cell, lghithe low greenhouse gas (GHG) concentrations cause a
decrease in overturning strength and a shoaling of the NARIW The effect of the orbital configuration is negligiblehd
effects of the ice sheets and the GHG reduction balance ghehio the deep ocean so that no shoaling of the NADW cell
is simulated in the full glacial state. Experiments in whiifferent GHG concentrations with linearly decreasingiatide
forcing are applied to a setup with glacial ice sheets andaldonfiguration show that GHG concentrations below tlagll

level are necessary to cause a shoaling of the NADW cell wei$pect to the preindustrial state in MPI-ESM. FarZ0- of
149ppm, the simulated overturning state and the deep ocean watsemare in best agreement with the glacial state inferred
from proxy data. Sensitivity studies confirm that brine aske and shelf convection in the Southern Ocean are key pexes
for the shoaling of the NADW cell. Shoaling occurs only whesutiern Ocean shelf water contributes significantly to the
formation of Antarctic Bottom Water.

Key words: AMOC, Last Glacial Maximum, climate modelling, glacial &ang

1 Introduction

The Last Glacial Maximum (LGM, 21 ky b.p.) provides an im@mt test case for numerical climate models because of its
low greenhouse gas (GHG) concentrations, vast ice sheetdifierent orbital configuration. State-of-the-art cli@anodels
succeed in simulating the mean glacial surface climate asarable agreement with reconstructions from proxy data. T
response of the Atlantic Meridional Overturning CircutatiAMOC) and the deep Atlantic water masses to the glacialrig,
however, often differ strongly between models and recortttns and also between different models. The cause oéthes
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differences is not yet well understood. Therefore we idgrind analyse here the individual effects of the glaciatifogs on
the glacial AMOC and the glacial deep water masses.

The two overturning cells of the AMOC are tightly connectedtte two water masses which dominate the Atlantic below
1000m. The upper overturning cell is associated with North Aflaueep Water (NADW), the lower overturning cell is
associated with Antarctic Bottom Water (AABW). Reconstioies based oa'3C suggested that the boundary between these
two water masses moved upwards during the LGM in both thesa@uplessy et al., 1988) and the western (Curry and Oppo,
2005) Atlantic basin. This indicates that NADW occupied alkiwer layer and that AABW penetrated much further into the
North Atlantic than today. Recently, a combination®dfC, Cd/Ca andi'®*O measurements with a tracer transport model
confirmed that the core of NADW was shifted upwards duringliGé1 (Gebbie, 2014).

The shoaling of the boundary between NADW and AABW inferneaif the§'3C measurements was initially interpreted
as a shoaling and weakening of the upper overturning ceh®tMOC which is associated with NADW. A carbon-cycle
model coupled to an ocean model could best reproducé'fi@ distribution over most of the Atlantic with a shallower and
weaker AMOC (Winguth et al., 1999). While there is little @édabout the shoaling nowadays, it remains difficult to trairs
the strength of the NADW cell from reconstructions. Recargtons based on th&'PaF3 Th ratio (hereafter referred to
as Pa/Th) indicated that the AMOC may have been 30 to 40 % wehiang the LGM than today (McManus et al., 2004).
However, the uncertainties of the Pa/Th are still quitedaagd a variety of possible circulation states could be madsistent
with the Pa/Th measurements, depending on the assumptiats about particle fluxes and scavenging rates (Burke et al.,
2011). A glacial NADW cell which was at least as strong as @nestronger than today was indicated by Pa/Th measurements
in combination with a two-dimensional scavenging modepfdld et al., 2012) aneNd measurements (Bohm et al., 2015).

In the second phase of the Paleoclimate Modelling Inter@iepn Project (PMIP2), five out of nine models simulated a
shallower and weaker NADW cell, while four models simulatedeeper and stronger NADW cell (Weber et al., 2007). This
inter-model spread was reduced in PMIP3 with most modelsigiting an increase in NADW strength and a deepening of
the NADW cell (Muglia and Schmittner, 2015). The large iateodel spread in PMIP2 and the fact that most models fail to
simulate the shoaling of the NADW cell in PMIP3 suggests thate is still a lack of understanding of the mechanisms that
determine the glacial AMOC state.

Identifying the individual effects of the glacial orbitdsheets and GHG concentrations on the climate can help &vstadd
the full response. Many studies have addressed the effeitte mdividual glacial forcings on the atmosphere and tiiéese
ocean using either an atmospheric general circulation hood@led to a mixed-layer ocean model (e.g., Broccoli anchaes,
1987; Hewitt and Mitchell, 1997; Felzer et al., 1998) or &fabupled atmosphere-ocean model (Justino et al., 20Q&2Ra et al.,
2011). Very few studies have addressed the effects of thgadjfarcings on the AMOC in a coupled model framework (Kim,
2004; Brady et al., 2013) but none of them has analysed theidogl effects of all three glacial forcings and none ofrthe
addressed the effects on the properties and distributibldA@\W and AABW. Oka et al. (2012) studied the effects of theiind
vidual glacial surface fluxes of heat, freshwater and monoraran the state of the glacial AMOC in a stand-alone ocean mode
They suggested that a thermal threshold determined thegsitref the NADW cell. The location of this threshold depetda
the wind stress: if the glacial wind stress was applied nsjeo cooling was necessary to cross the threshold than griie-
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dustrial wind stress was used. It is, however, not certaah dhsimilar threshold would be found in a coupled climate etod
(Marotzke, 2012). Here we study the response of the gladiéD& and the deep water masses to different sets of forcings in
the Max Planck Institute Earth System Model (MPI-ESM). Cetraf simulations allows us to study the full glacial respans

to separate the impact of the individual glacial forcings] g0 analyse the sensitivity of the glacial AMOC to differ&HG
concentrations. The last point also aims at exploring wéredhsimilar threshold as the one identified by Oka et al. (20ag

be found in a coupled climate model.

The paper is organised as follows. The model and the expeténaee described in Sect. 2 and 3, respectively. We thembegi
our analyses by describing the simulated state of the prrelsgnand glacial AMOC as well as the response of the surface
climate and the deep ocean to the full glacial forcing in SéciThe respective impacts of orbit, GHG concentrations and
ice sheets are discussed in Sect. 5. In Sect. 6, we analyséfelseof different GHG concentrations with linearly deaseng
radiative forcing on the AMOC and the deep water mass priggerThe results are compared with previous studies and
discussed in the respective sections where appropriatelisdass the major findings and implications in Sect. 7 andere
our conclusions in Sect. 8.

2 Model description

We use the physical part of the Max Planck Institute Eartite3gsModel (MPI-ESM) in coarse-resolution mode. The model
version is very similar to the CMIP5 version (Giorgetta ef 2013). The atmosphere component is ECHAMG6.1 with a spec-
tral core in T31 which gives a horizontal resolution of apgnaately 3.75 x 3.75 in grid space (see Stevensetal., 2013,
for details). There are 31 verticathybrid layers. The land-surface model is JSBACH includiadural dynamic vegetation
(Reick et al., 2013). The river routing is identical for pgasday and glacial topography. In the glacial case, thersihave
been extended to the nearest coastal grid point of the §land-sea mask. The ocean componentis MPIOM (Marsland,et al
2003; Jungclaus et al., 2006). It is a free-surface primigquation ocean model on z-coordinates with an incorpdtdibler-
type sea-ice model (see Marsland et al., 2003; Notz et al3,20r details).

MPIOM uses a curvilinear grid with a nominal resolution 6/33°. The grid poles are located over Greenland and Antarc-
tica. This configuration produces a minimum grid spacing bk around Greenland and 86n around Antarctica. The
maximum grid spacing is 28bm in the tropical Atlantic and 39@m in the tropical Pacific. There are 40 unevenly spaced
vertical levels. The uppermost layer has a thickness afiib order to avoid problems with thick sea ice in the glaciattikr
Ocean. Below the first level, the level thickness increasesatonously from 1Gn close the surface to about 550in the
deep ocean. The upper 180 of the water column are represented by nine levels. Partidloglls fully resolve the bottom
topography. The representation of shelf convection and dhesv sills is improved by a slope-convection scheme desdrib
Marsland et al. (2003).

ECHAM and MPIOM are coupled daily using the Ocean Atmospisa& Ice Soil (OASIS3-MCT, Valcke (2013)) coupler.



10

15

20

25

30

The model configuration applied here is the coarse-resm@guivalent of MPI-ESM-P with dynamical vegetation. MPI-
ESM-P can be found in the CMIP5 database and participatedraBMIP3. The characteristics of the MPIOM version used
in CMIP5/PMIP3 are described by Jungclaus et al. (2013) éatgr detail.

3 Experiments

We perform two reference simulations, a preindustrial mdmun (hereafter referred to as piCTL) with preindustGiG
concentrations, present-day orbit, land-sea mask, tapbgrand ice sheets and a PMIP3-like LGM run (hereafter redeo
as LGMref) with glacial GHG concentrations as well as glhorait, land-sea mask, topography and ice sheets (see Table

The glacial ocean bathymetry and land-sea mask are obthinadding the anomalies from the ICE-5G reconstructions
(Ok-21k, Peltier (2004)) to the present-day bathymetrys Tasults in a global mean sea-level drop of approximat2§i.
The continental ice sheets correspond to the PMIP3 bouratangitions. They are a blended product of the three icetshee
reconstructions ICE-6G (Peltier et al., 2015; Argus et28l14), MOCA (Tarasov et al., 2012) and ANU (Lambeck et al1@0
(see Abe-Ouchi et al. (2015) and the PMIP3 web page for a netegleld description: https://pmip3.Isce.ipsl.fr).

We perform a second control simulation which has the samégroation as piCTL but with the orbital parameters set to
glacial values (see Table 2). This simulation will be rederto as piORB. The difference between piORB and piCTL yitids
response to the orbital forcing. We will use piCTL as a rafeeeto estimate the total effect of all glacial forcings aidRB
whenever we want to ensure that the orbital effect is exclude

To analyse the individual effect of the ice sheets and GH&entrations, we perform an experiment with glacial orbd an
ice sheets but with preindustrial GHG concentrations (L@M2 Comparing LGM284 with piORB gives the response to the
combination of the glacial ice sheets, glacial topograpit/tae glacial land-sea mask. In the following, we will signpefer
to this combined response as the ice-sheet effect. Congpa@Mref with LGM284 gives the response to the GHG reduction.

To analyse the effect of the GHG reduction on the glacial AMi@@etail, we apply different GHG concentrations to a
setup with glacial orbit, topography, ice sheets and |lagalrsask. The GHG concentrations are chosen such that theyaov
wide range of the parameter space. To determine the intgpeaing, we calculate the difference in radiative forctajulated
according to Myhre et al. (1998)) between the preindusrialglacial GHG concentrations and then tMF:%(RFpiCTL-
RFrcn)=1.45Wm~2 as the interval spacing, so that the radiative forcing desae approximately linearly between the
experiments. We change the concentrations of QO and CH but will in the following refer only topC' O, for simplicity.
pCO4 ranges from 353 pm to 149ppm. In analogy to LGM284, these experiments are named Li@ll-nnn being the CQ
concentration in ppm.

We perform three sensitivity experiments to assess theritapee of brine release in the Southern Ocean for the stalee of
overturning. In these experiments, we reduce the amountré lvhich is released during sea-ice formation on the Smath
Hemisphere by approximately 50 % (see Table 1 and Sect.6defails).

Table 1 provides a complete list of the experiments and tiespective setups. All experiments are integrated forastle
1400 years to reach a quasi-equilibrium. This approachsifigd because the forcing at the LGM was relatively statign
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over a few millennia. In the following, we analyse averagethe last 300 years of the respective simulations if notestat
otherwise.

4 The control and glacial climates

In this section we describe the response of the AMOC and tterokémate to the combined glacial forcings. We begin with
the response of the surface climate, because the surfadéioas are important for water-mass formation. We thertiooe

with the resulting changes of the water masses in the deeptitland the associated AMOC response. To evaluate how well
MPI-ESM is simulating the overturning, we discuss here mby the response of the AMOC to the glacial forcing but als® th
AMOC state simulated in piCTL. We further compare our resulith reconstructions and with previous results from PMIP2
PMIP3 and other simulations.

4.1 Surface air temperature

The simulated global-mean surface air temperature in LGbtrels by 5.18C with respect to piCTL. The most recent estimate
of the global-mean cooling based on reconstructions ist4@8C (Annan and Hargreaves, 2013; Shakun et al., 2012). In
PMIP2, the global-mean cooling ranged from 3.6 to°&{Braconnot et al., 2007) and five PMIP3 models evaluated by
Braconnot and Kageyama (2015) simulated a global-mearingpanging from 4.41 to 8C. Hence, our simulated estimate
appears reasonable, being slightly colder than the rewatisins and well within the range of previous simulations.

The strongest cooling in the LGMref simulation takes placerdhe ice sheets in response to the ice-sheet elevation and
albedo (Fig. 1a). Cooling over the ice-free continents esngom 3 to 8C. A weak warming can be seen over the North
Atlantic and over the Gulf of Alaska. The warming over the thoAtlantic is an imprint of underlying warm SSTs (see
Sect. 4.2), the warming over the Gulf of Alaska is generaflyl@ined by atmospheric circulation changes due to thedratide
ice sheet (see e.g., Justino et al. (2005), Otto-Bliesnalr €2006) and Sect. 5).

The simulated latitudinal cooling pattern agrees well wibonstructions between 88 and 60N, as a comparison of simu-
lated and reconstructed surface air temperature diffeseocer land at the proxy sites shows (Fig. 2a). The recasigins are
taken from Bartlein et al. (2011) and Shakun et al. (2012k Simulated temperatures have been height corrected toistcco
for discrepancies between the coarse model topographyhendctual high-resolution PMIP3 topography. Still, the elod
overestimates cooling over Antarctica and in the vicinityhe ice sheets north of 88l. These areas are characterised by large
height gradients, which may be resolved neither by the eoaisdel grid nor the higher-resolution PMIP3 topographysTh
issue was recognised as 'representativeness error’ byétargs et al. (2013). In addition, the surface temperattgegiaciers
cannot exceedC within the model which may induce additional cooling difeover and downstream of the glaciers. This
may explain in part why our global-mean estimate of the s@rfaoling is slightly stronger than the reconstructedrest of
Annan and Hargreaves (2013).
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4.2 Sea Surface Temperature

The simulated global-mean SST in LGMref cools by 2@1with respect to piCTL. This fits within the range of the MARGO
reconstructions which indicate a cooling of 19.8°C (MARGO Project Members, 2009). Itis also similar to prexseesults
from Brady et al. (2013), who simulatedsSST of 2.4C with CCSM4.

The tropical ocean cools by 1.6 to 2@ (Fig. 3a), which is also in good agreement with the MARGOnegte of 1.7+
1°C and the range of the PMIP2 ensemble of 1 td2.4Otto-Bliesner et al., 2009). The cooling increases towaubpolar
latitudes where it exceed$@ in the Labrador Sea, the Nordic Seas, in the North Pacificoaadthe Antarctic Circumpolar
Current. The Arctic Ocean does not show any significant ogais the Arctic surface waters are already close to theifrgez
point in piCTL. The surface ocean around Antarctica cool®.yto 0.8C. The central North Atlantic warms by 1.6 to 2@

This warming is caused by a shift in the subtropical-subpgyae system (Fig. 4a), which enhances the transport of warm
subtropical water to the North Atlantic.

Comparing the simulated SST differences with the MARGO mstrictions at the proxy sites as a function of latitude
(Fig. 2b), shows that the model is always within the rangehefreconstructions but generally colder than the proxy mean
cooling. From 70S to 30N both model and proxies show a relatively small scatter,thedatitudinal pattern of cooling is
quite similar. North of 30N, the scatter of both model and proxies increases, and ih@ey little agreement between the
two. Although the North Atlantic and Nordic Seas are the ndestsely sampled areas, it remains very difficult to constize
temperature anomaly in this region due to divergent progylts (MARGO Project Members, 2009). In fact, the simul&8&d
differences agree quite well with the reconstructions daseforaminifera, but there is little agreement with redansgions
based on dinoflagellates and alkenones.

4.3 Sea Surface Salinity

The lower sea level leads to a global-mean salinity increfisdout 1.21g kg~'. This corresponds to the increase seen over
most of the tropical ocean, where salinity increases byd®155g kg—! (Fig. 3c). Larger increases can be seen on the shelves of
the Weddell Sea, Baffin Bay and Beaufort Sea. In the Mediteiaa the salinity increase exceedslg ! due to the reduced
exchange with the Atlantic (Mikolajewicz, 2011). The eastdlorth Atlantic shows a salinity increase of about g5z ~!
which can also be attributed to the shift in the subtropsdipolar gyre system (Fig. 4a). Freshening occurs in arbasev
runoff from the Laurentide and Fennoscandian ice sheethesahe ocean.

4.4 Deep water masses in the Atlantic

A north-south section of temperature differences betwe@Mtef and piCTL through the Atlantic shows that cooling occu
over the entire water column (Fig. 5b). The cooling is stestgat about 250&h depth, right above the boundary between
NADW and AABW in piCTL. We infer the water-mass boundary fraéhne location of the strongest vertical gradient in both
temperature and salinity (Fig. 5a and e). There is, howewec)ear indication of an upward shift of the water-mass loauy

in LGMref.
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Also the salinity anomalies do not indicate an upwards gfithe water-mass boundary (Fig. 5f). Instead, they show tha
the salinity difference between AABW and NADW decrease® 3dlinity increase is strongest in the deep Weddell Sea,Her
the salinity increase is on the order of @Bg~! above the global-mean increase. In contrast, the saliniyease of NADW
is smaller than the global mean increase. Because thetgatioiease of AABW is larger than that of NADW, the north-fou
salinity difference in the deep Atlantic is reduced by adacf three to 0.k kg~!. The simulated salinity increase of AABW
is weaker than suggested by reconstructions. Adkins 2@02) found that the north-south salinity gradient in thegiglacial
Atlantic was reversed with respect to today, with AABW begadtier than NADW. They found that glacial AABW was about
2.4+ 0.17g kg~ ! saltier than the preindustrial AABW. The simulated sajirdtfference between LGMref and piCTL in the
Weddell Sea is about 15kg . Therefore, the simulated glacial AABW is not salty enougprtoduce a north-south salinity
gradient of the correct sign and magnitude. This is a prollexhmany coupled LGM simulations have in common: out of the
nine models that participated in PMIP2, only one succeedgudducing a salinity increase in the deep Southern Ocean of
comparable magnitude (Weber et al., 2007), and only two @aleleto simulate the reversal of the north-south salinigd@gnt
(Otto-Bliesner et al., 2007).

4.5 Overturning

The simulated preindustrial AMOC has a maximum overturisingngth of 16.%v (Fig. 6a). This maximum occurs at 39.
The northward transport of AABW has a maximum diéinear 15N. Latest results from the RAPID-MOCHA array at26
reveal a mean AMOC strength of 17420.9 Sv (McCarthy et al., 2015). Estimates of northward AABW tramg@re within
the range of 1.9 to 4v (Frajka-Williams et al., 2011). Therefore, the simulate@sgth of the two cells lies well within the
uncertainty range of the observations.

The NADW cell extends down to about 29@0in piCTL. The boundary between the two overturning cellsugeflat,
having the same depth at all latitudes. Thus, the model mexla too shallow NADW cell north of 28N compared with a
depth of 430Gn at 26°N in the RAPID-MOCHA observations (Msadek et al., 2013). A ghallow NADW cell has also been
reported for many of the preindustrial simulations in PM{®&ber et al., 2007) and newer simulations (e.g., Msadek,et a
2013; Brady et al., 2013, for CCSM4).

The simulated glacial AMOC of 28v exceeds the preindustrial AMOC (Fig. 6b). The depth of theDMAcell remains
unchanged, as does the strength of the AABW cell. This respimmuite common for models that have participated in PMIP3
All models simulate a stronger AMOC and all models but oneusitte either a deepening or no change of the NADW cell
depth (Muglia and Schmittner, 2015).

The relationship between the geometry of the two overtyroells and the actual vertical distribution of NADW and AABW
is not necessarily straightforward. The temperature alimityesections in piCTL (Fig. 5a and e) show that a significamount
of NADW reaches levels below 30@0, even though this is not depicted by the zonally integratedtarning stream function
(Fig. 6a). Hence, changes in the relationship between NADWAABW inferred only from the overturning stream function
need to be interpreted with great care. In the LGMref sintgthowever, the responses of hydrography and overturning
stream function appear consistent; neither of them indiaathange in the vertical extent of NADW.
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5 Impact of individual glacial forcings

In this section, we decompose the response to the totalagfaccing in LGMref into the individual contributions of bital
parameters, GHG concentrations and ice sheets (combifemd ef topography, albedo and coast lines). We begin agdam w
changes of the surface climate and then discuss the efféebeateep water masses and the resulting AMOC changes.

5.1 Surface temperature

The orbital configuration has the smallest effect on the ahaverage surface temperature distribution, a finding ithat
agreement with previous studies (e.g., Hewitt and MitcHe&lB7). The tropical-temperature change is mostly smtikem+
0.5°C (Fig. 1b). The cooling is stronger at high latitudes witlo 2tC. The strongest cooling is located over the Weddell Sea
and the Barents Sea. In these regions, the temperatureeiwagplified by an expansion of the sea ice and the subsequent
reduction of oceanic heat loss to the atmosphere. Becaaswliial effect on the mean climate is very small, we will e t
following focus only on the effects of GHG reduction and ibests.

The effect of the GHG reduction shows the typical pattern &HG reduction experiment, with polar amplification and
stronger cooling over the continents than over the ocean (€). Also here, the strongest cooling takes place oveigrdell
Sea due to the expansion of the winter sea ice. The GHG redusticounts for most of the cooling over the ocean in the total
response.

The ice sheets induce stronger cooling over the continbats éver the ocean (Fig. 1d). The cooling is strongest djrect
over the Laurentide, Fennoscandian and West Antarcticheets, from the combined effect of albedo, elevation andigla
mask (the surface temperature on the glaciers cannot beexdhan 0C within the model). The warming over the North
Pacific and North Atlantic seen in the total glacial resparese be attributed to the effect of the ice sheets: There inagt
warming over the North Pacific and North Atlantic, which is@presentin the SST pattern (see Fig. 3b). These warmérgzsatc
are most likely caused by circulation changes of both oceanagmosphere. The North Pacific warming was also found in
earlier modelling studies in response to both the ICE-4Gt{da et al., 2005; Kim, 2004) and the ICE-5G reconstruction
(Otto-Bliesner et al., 2006). Justino et al. (2005) coneet¢he warming to topographic blocking upstream of the Liatidle
ice sheet. The warming in the North Atlantic is caused by & Bhthe subtropical-subpolar gyre system in response tawi
stress changes due to the ice sheets. In LGM284, the sutrtapire extends further north than in piORB (see Fig. 4bg Th
maximum warming collocates with the northward extensiothef subtropical gyre. Because the subtropical-subpolee gy
system is strongly controlled by the surface wind stressiriigy; this warming pattern is very sensitive to the prestdiite
sheets. The warming did not occur in simulations using the-4G ice sheets (Justino et al., 2005; Kim, 2004) but it was
present in simulations using the ICE-5G ice sheets (Paesata 2011). Ziemen et al. (2014) found that different sbeet
configurations had a large impact on deep-water formatitterpe in the North Atlantic and thus also on regional hedgetis
and surface temperatures.
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5.2 Surface salinity

The GHG reduction causes a salinity increase in high laggwahd a freshening in the entire North Atlantic and the spixtal
latitudes of the Southern Hemisphere (not shown). Thisepattorresponds to a weaker water cycle in cold climatedsdt a
agrees well with the GHG effect on surface salinity found bgnK2004). The salinity increase in the high-latitude Seuth
Ocean favours the formation of AABW.

The ice-sheet effect dominates the total surface saliaggonse (compare Fig. 3c and d). The freshening in the highera
latitudes occurs due to precipitation changes in the \ticiofi the ice sheets. The strong salinity increase in theeea$orth
Atlantic is caused by a combination of effects: In piORB, thktively fresh subpolar gyre extends very far eastwasds (
contours in Fig. 4b). This causes the upper 20®f the water column in the eastern North Atlantic to be mudslier
than the underlying water. In LGM284, the subpolar gyreeats westwards and the subtropical gyre extends furthén nor
(Fig. 4b), enhancing the surface salinity in the easterrtiNatlantic. In addition, the wind-stress anomaly due toitieesheets
(not shown) induces an offshore Ekman transport and upwgedif the Bay of Biscay and the Irish coast. This upwelling
brings the saltier water from deeper layers to the surféees, €nhancing surface salinity further. Kim (2004) did niod fihis
salinity increase in the North Atlantic in response to thesbeets. Instead, he found that the ice sheets induced tarstidds
freshening in the North Atlantic (see his ICEAN effect). Téainity of the North Atlantic is an important factor for the
formation of NADW, a salinity increase favours NADW formatiwhile a salinity decrease counteracts it. Hence, theserf
salinity response has a direct impact on the deep water shasskthe overturning, as the next sections will show.

5.3 Deep water masses in the Atlantic

The ice sheets induce a warming throughout the Atlanticb@000m, which increases towards the north (Fig. 5d). This
warming indicates a larger percentage of relatively warnbMAbelow 3000m and a corresponding reduction of cold AABW.
Between 1500 and 2504, there is a cooling associated with a weaker Mediterranaaficdy and increased convection in
the Labrador Sea. In piCTL, there is a strong vertical ter@apee gradient centred around 3000 indicating the boundary
between AABW and NADW, In LGM284, this gradient is weakengdilfactor of two due to the larger percentage of NADW
present below 300fh. The salinity anomalies (Fig. 5h) are similar to the tempemanomalies. There is a freshening above
2500m in response to the reduced Mediterranean outflow. The ssalugity increase in the North Atlantic below 3000
north of 47N also indicates the increased fraction of NADW, which agmeell with the surface salinity increase in the North
Atlantic.

The GHG reduction causes a cooling of the entire water col{fign 5¢). The cooling is strongest north of°30below 3000
m, indicating a larger percentage of cold AABW and a smalleceetage of NADW below 3006h. The density difference
between the two water masses increases due to salinity ebaNgDW becomes fresher and AABW saltier (Fig. 5g). The
strongest salinity increase takes place in the Weddell $#adi the surface close to the coast and in the deep Weddell Se
This increase is caused by changes in the haline density flaxalenhanced sea-ice formation and increased brine eeleas
(see also Sect. 6.4 and 6.5).
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The decreased fraction of NADW below 3000in response to the GHG reduction is similar to the resporesgtiie recon-
structions based oft'3C' suggest (Duplessy et al., 1988; Curry and Oppo, 2005). Hewyéive effect of the GHG reduction
and that of the ice sheets compensate each other in the dieepiéitso that no clear indication of a shoaling of the watass
boundary can be observed in the LGMref simulation.

5.4 Overturning

The presence of the glacial ice sheets causes the strergign ADW cell to increase by 7 3v at 30°N (compare orange and
black solid lines in Fig. 7). The boundary between the twésd@hdicated by the level of zero transport) is shifted dexards
by about 30Qn. This reflects the increased NADW formation due to the ineeeanorthward salt transport (Fig. 3d) and is
consistent with the increased fraction of NADW below 3@08een in the hydrographic sections (Fig. 5d and h).
The GHG reduction induces a decrease in the NADW cell strelbgd Sv and a shoaling of the NADW cell by about 300
m (compare orange and cyan lines in Fig. 7). Again, the oveirtigrresponse is in agreement with the response of the deep
water masses. The GHG-induced shoaling of the NADW cell &t compensated by the ice-sheet-induced deepening.
While the ice-sheet effect described in previous studieesdoth in sign and magnitude, the GHG effect appears to be
more consistent across the different studies, at least 8igh. The ice-sheet effect depends on the ice-sheet teactisn and
also on the model. The ICE-4G ice sheets induced a weakehthg BJ/ADW cell and an expansion of the AABW cell (Kim,
2004). The PMIP3 ice sheets induced a strengthening andirstpodthe NADW cell in CCSM4 (compare experiments LGM
and LGMCG in Brady et al., 2013). In a recent study, Muglia and Schrait{{2015) found that applying glacial wind stress
anomalies from the PMIP3 ensemble in the UVic model led tonaneiased northward salt transport, enhanced overturning
and a deeper NADW cell, which is consistent with the ice-sh#fect in MPI-ESM. The sign of the GHG effect appears more
robust. Both Kim (2004) and Brady et al. (2013) find a shoaling weakening of the NADW cell as well as an enhanced
AABW cell in response to the GHG reduction, which is consisteith the GHG effect in MPI-ESM. To understand the
magnitude of the GHG effect on the AMOC better, we will in tb#dwing explore the impact of different GHG concentragon
on the climate and consequently on the AMOC itself in theiglasetup (see the LGNMN experiments in Table 1). The aim
is to explore the sensitivity of the AMOC to different GHG @amtrations and to get a better understanding of the presess
which determine the geometry and strength of the overtgrnin

6 Impact of different GHG concentrations

6.1 Overturning

Applying the different GHG concentrations to the glacidalipeshows that the AMOC response to a GHG reductionis a fomcti
of the GHG concentration itself. The AMOC profiles of LGM358%la.GM284 at 30N are indistinguishable from each other,
both in terms of NADW cell strength and depth (Fig. 7 and Faga8d b). FopC' O, below 284ppm, the overturning decreases
approximately linearly with the decreasing radiative fogcin steps of about 3v per ARF'. The shoaling of the NADW cell
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sets in only forpC'O- below 230ppm (Fig. 7 and Fig. 8c). LGM353, LGM284 and LGM230 all have thensaoverturning
geometry with a cell boundary near 3260 In LGMref, the cell boundary is then located at 2990 and in LGM149 it
shifts further upward to 260f. LGM149 is the only experiment in which the NADW cell beconsésllower than in piCTL
(Fig. 7 and Fig. 8d). The overturning strength in LGM149 wigSv still exceeds the preindustrial overturning strength. The
overturning state in LGM149 is consistent with reconsiang which show a glacial AMOC that was shallower and as gtron
as or even stronger than today (Lippold et al., 2012; Bohnh €2@15). Therefore, we conclude that the AMOC in LGM149
is in better agreement with reconstructions than the AMOCGMref. The reason for this will be explored in the remainder
of the section.

6.2 NADW formation

In both piCTL and piORB, NADW formation through deep convecttakes place mainly in the ice-free part of the Nordic
Seas (Fig. 9a, only piCTL is shown). In the Labrador Sea, deepection varies on pentadal to decadal time scales wiltsye

in which mixed-layer depths (MLD) become as deep as 34@hd years in which no deep convection occurs. In additian, th
exact location of the deep convection varies in time. Thg{term mean MLDs in the Labrador Sea are therefore rathdosha
with 400 to 600m. Higher-resolution versions of MPI-ESM simulate contina@eep convection in the Labrador Sea (see
e.g., Jungclaus et al., 2013). The different behaviour efLthbrador Sea convection does not affect the total glaegdanse

of the AMOC. Comparing the preindustrial control simulatend the LGM simulation of MPI-ESM-P in the CMIP5/PMIP3
database shows that the depth of the NADW cell remains alorattanged and the maximum overturning strength increases
(see also Table 1 in Muglia and Schmittner, 2015).

In the relatively warm glacial experiments LGM353 and LGM2&e deepest mixed layers are found in the Labrador
Sea (Fig. 9b and c). There is also deep convection in the N@das, but the extent of the convection area is reduced in
comparison to piCTL, because sea-ice cover in the Nordis eaeases in the glacial setup. With decreagifig),, the sea-
ice edge advances southwards in the Nordic Seas both in suamtevinter, and deep convection decreases. In the Labrador
Sea, the sea-ice edge advances eastwards and the deefewagtion area shifts with it. In LGM149, the main deep-wate
formation area is located in the central subpolar gyre aac#stern North Atlantic (Fig. 9f).

6.3 Water mass properties

To understand how the deep-water formation drives the orrErtg it is not sufficient to look only at the Northern Hentigpe.

The overturning strength and geometry are set to a largeeyethe density difference between NADW and AABW. In the
following, we analyse how the properties of the two water seaschange with decreasipg'O-. We choose the Nordic Seas
and the North Atlantic to study the NADW properties and theddédl Sea to study the AABW properties. In each region, we
select a fixed depth representative of the water-mass greper this region. In the Nordic Seas, we determine the magess
properties at 56 depth which corresponds to the depth of the deepest modal Veith a connection between the glacial
Nordic Seas and the glacial North East Atlantic.In the Ndktlantic and the Weddell Sea, we determine the water-mass
properties at 200t depth because this depth is representative of the core niegpef NADW. We then determine the spatial
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maximum of the climatological mean in-situ density on thiesked level within each region (Fig. 10a and b) and comgege t
corresponding temperature and salinity (Fig. 10c). Sinee@ampare the density from water at different depths, we exesd
in-situ density to potential surface density() and potential density referenced to 26G8{o») for the comparison.

In the North Atlantic, density{g ando,) increases with decreasipg’O- (circles in Fig. 10a and b). The density increase
is caused by cooling, which dominates the effect of a simeltais freshening (circles in Fig. 10e). increases quasi-linearly
with decreasing radiative forcingp increases less below’ O, of 230 ppm because the relative importance of the fresh-
ening effect on surface density increases at lower watepeeatures.

In the Nordic Seas, bothg andos initially increase with decreasing”'O, until 230ppm; at lowerpCO- both decrease
(diamonds in Fig. 10a and b). The initial increase is caugeddbling, the subsequent decrease by freshening and wgrmin
(diamonds in Fig. 10c). From 353 to 23pm, there is deep convection in the Nordic Seas associatedavgttong surface-
density gain and heat loss. The water that is leaving the iN&eas is contributing to NADW formation, because it is much
denser than that south of the Greenland-Scotland ridgevB280ppm, however, the Nordic Seas are completely ice covered
during winter and only little or no deep convection occurd ®dMref and LGM149, respectively. The water that enters the
Nordic Seas is merely recirculated without gaining denaityg the water that flows out over the Greenland-Scotlanetrislg
too light to contribute to NADW formation.

In the Weddell Seagg ando, increase with decreasing”’O- (triangles in Fig. 10a and b). From 353 to 23pm, the
density increase is dominated by cooling (triangles in E@g). The salinity changes are positive but relatively s$nilow
230ppm, the density increase is dominated by a strong salinityeimee. The cooling weakens as the Weddell Sea temperature
approaches the freezing point. Even though the dominarmegsoswitches from cooling to salinity increase,increases
quasi-linearly with decreasing radiative forcing. Therease obrg, on the other hand, strengthens below p3ah.

The salinity increase in the Weddell Sea and the fresherfittggdNorth Atlantic lead to a reduction and ultimately to grsi
reversal of the north-south salinity gradient, with AABWcbening saltier than NADW in LGM149. Hence, we conclude that
the simulated state of the overturning and the Southernit©water masses in LGM149 are closer to the glacial state ithesicr
by proxies than the state simulated in LGMref: The NADW celtbmes significantly shallower as compared with piCTL, and
the North-South salinity gradient in the deep Atlantic igersed with respect to the present day. This underlineseiedte
of the Southern Ocean salinity for the glacial AMOC state.

6.4 The surface density flux in the Weddell Sea

To understand the salinity increase in the Southern Oceamnalyse the different components of the surface denskyrflu
the Weddell Sea (defined as the region between 0 tov68nd south of 68S). We calculate the surface density flux as the
sum of the density changes due to heat fluxes, atmosphestodeger fluxes (precipitation - evaporation + runoff) anichér
release. We integrate these components over two diffeegidms, the Weddell Sea shelves and the area in which opEaroc
convection occurs. This way, we can estimate the relatiygmance of shelf convection and open-ocean convectiothéor
formation of AABW.
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We define the shelf region as the area between the coast ardd@i®an isobath. Defining the open-ocean convection
area is less straightforward because the sign and magrofutie density flux over the open-ocean convection area ig ver
sensitive to the definition of the latter. The most apprdprépproach in terms of the flux balance would be to considigr on
the area in which deep convection occurs (e.g., defined bymmeamw MLDs exceeding 200&h). But the integrated fluxes
would be difficult to compare this way, because the extenhefdeep-convection area varies strongly between the riaapec
experiments. We therefore choose two different approadseh with a fixed definition of the open-ocean convectioa.are
The first approach considers every grid point in which theualhmaximum MLD in any of the experiments exceeds 2000
m (00C,,..). The second approach considers only those grid points iohithe annual-maximum MLD in all experiments
exceeds 200t (OOC,,;»). The OOG, ., case is more representative of the cold experiments withnaesdensive open-
ocean convection area, the OQg, is more representative of the warm experiments with a smafien-ocean convection
area.

Over the shelves, there is a net density gain in all experisn@ig. 11a). The gain is determined entirely by the balarice
the brine component and the freshwater component. Theflugatomponent is very small because the surface water i clos
to the freezing point and therefore further heat loss leadset-ice formation and contributes to the brine comporidre.
brine release causes a density gain which remains apprtetint@anstant with decreasing’' O, except for a stronger increase
in LGM149. The freshwater flux causes a density loss whichesses with decreasing’O- as the atmosphere can hold less
moisture with decreasing air temperature. As a result, ghelensity gain over the shelves increases with decreasing.

Over the open-ocean convection area (Fig. 11b and c), thersva different regimes, a thermal and a haline regime. The
thermal regime occurs in LGM353 and LGM284. For this regithe, 00G,,;,, case best describes the surface density flux.
There is a net density gain caused by heat loss. The brineaoenpis negative, reducing the density gain through neicgea
melt. Because the considered area in the Q@Ccase is larger than the actual open-ocean convection aeeagéa-ice melt
dominates the net density flux, resulting in an overall dgrsss in the OOG, .. case. The haline regime occurs in LGMref
and LGM149. Here, the density gain is dominated by brineasde As over the shelves, the heat-flux component becomes
small because the water temperature is already close togbgiig point. This is true for both the OQ&., and the OOG,;,,
case. The O0f;;,, case, however, underestimates the effect of the brineseleecause the considered area is smaller than the
actual open-ocean convection area. The balance in LGM230Hibetween the two regimes, the brine component is close to
zero and the heat-flux component and the freshwater compaddro a small density loss.

The annual mean density at 580averaged over the respective regions shows that the shigf igdighter than the open-
ocean convection water in LGM353 and LGM284 (Fig. 12). In LZ3@, the potential densityg of the two water masses
is very similar, and in LGMref and LGM149, the shelf waterstme denser than the open-ocean convection water. So only
in these two experiments can the very salty waters from teé/eh reach deeper layers and contribute to AABW formation.
Hence, we conclude that the contribution of Weddell Seaf stegiers to AABW is key to the shoaling of the NADW cell in
response to the GHG reduction in MPI-ESM.
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6.5 The effect of brine release

Only those PMIP2 models which simulated a north-south gglgradient similar to the one reconstructed by Adkins et al
(2002) also simulated a shallower NADW cell under glacialdions. These models had a strong haline contributioheo t
surface density flux in the Southern Ocean, driven by sedeiceation and brine release (Otto-Bliesner et al., 200Fe T
importance of brine release for the glacial overturningesta a CCSM3 simulation had already been identified by Shai.et
(2003). However, so far no study has tried to quantify theafbf brine release on the glacial overturning. In ordestingate

the effect of brine release for the AABW formation and ovaring strength in our simulations, we perform three addaio
sensitivity experiments in which brine release on the SenutfHemisphere is reduced. To this end, we set the salinisgaf
ice to 20gkg~! on the Southern Hemisphere (instead @flz— 1), thus reducing the amount of brine that is released when
sea ice is formed in the Southern Ocean by roughly 50 %. Weyahpke changes to piORB, LGMref and LGM149 (see
piORB-brine, LGMref-brine and LGM149-brine in Table 1) aadalyse the effect of the reduced brine release on the surfac
density flux, the Atlantic hydrography and the overturning.

6.5.1 Surface density flux changes

As expected, shelf convection is weakened in all three Beibgiexperiments because the net density gain over thivebe
is reduced as a direct consequence of the reduced brinsedsze open symbols in Fig. 11). Open-ocean convectiosaas al
reduced in the two glacial sensitivity experiments LGMbefre and LGM149-brine. In piORB-brine, however, openate
convection is enhanced with respect to piORB. In piORB, imglksea ice induces a density loss in the open-ocean coomecti
area. This effect is weaker in piORB-brine because of thadrigea-ice salinity. The weaker density loss due to semae
and an increased density gain due to heat loss add to a ndtydgaia in piORB-brine.

6.5.2 Atlantic hydrography changes

The resulting temperature and salinity differences betw@®RB-brine and piORB are relatively small (Fig. 13a and d)
The most prominent temperature signal is a northward shift@ Antarctic Circumpolar Current front. The northwardfsh

is associated with an expansion of the open-ocean conwveati&n in the Weddell Sea. The largest salinity change is also
associated with the northward shift of the Antarctic Cirqotar Current front. A weak freshening of AABW occurs below
3000m in the North Atlantic.

In LGMref-brine and LGM149-brine, the resulting temperatand salinity changes are much larger than in piORB-brine.
In both experiments, there is a warming of up to°Z4elow 3000n (Fig. 13b and c), which indicates that NADW replaces
AABW in the deep North Atlantic. The salinity differencesosha freshening of AABW and a salinity increase of NADW
in both experiments (Fig. 13d and f). The freshening of AABld ¢he salinity increase of NADW lead to a reduction of the
density difference between the two water masses, as AABWhes lighter and NADW becomes denser. Therefore, NADW
can replace AABW in the deep North Atlantic.
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6.5.3 Overturning changes

The response of the overturning reflects the hydrograplaiegés. Changes in overturning strength and geometry arsweal|
from piORB to piORB-brine (Fig. 14). In both LGMref-brine dbGM149-brine, the lighter AABW induces a weakening of
the AABW cell and the NADW cell deepens and strengthens. IIMI1@9-brine, the effect is strongest with a deepening of the
NADW cell of 600m and an increase in overturning strength of 25 These results confirm that the contribution of the very
salty coastal water to the formation of AABW is key to the div@pof the NADW cell in LGMref and LGM149 in MPI-ESM.

7 Discussion

Previous studies have identified both the Southern Ocearirenblorth Atlantic as the origin of the salinity increase and
expansion of AABW and the subsequent shoaling of the NADW. éecomparison of the water mass formation rates of
NADW and AABW in present-day and glacial simulations of CCEBuggested that the shoaling of the NADW cell in the
glacial simulation was caused by changes in the SoutherarOualine density flux and not by changes in the North Atlantic
density flux (Shin et al., 2003). The changes in the Souther@a® haline density flux were attributed to the expansion of
Antarctic sea ice and brine release (see also Ferrari @l4). Simulations with a regional ocean model coupled txen
shelf-cavity model, on the other hand, suggested that tbhéngpof NADW is the driver of the salinity increase of AABW
(Miller et al., 2012; Adkins, 2013). Colder NADW would deee the basal melting of the Antarctic ice sheet and thuséser
the salinity of AABW. Miller et al. (2012) stated that the et of increased brine release due to ocean cooling wagjitdglas

it was compensated by decreased evaporation. It is, hoyepwestionable whether the surface density flux in their erpents
was representative for glacial conditions, because theg psesent-day forcing for the ocean model in all their expents
and cooled the water column directly at the open boundafigeonodel domain. The changes of the haline density flux migh
therefore be underestimated in their experiments. Bedsii®deESM does not account for basal ice-sheet melt, the rediuc
basal ice-sheet melting cannot be the driver in our simarati Our sensitivity experiments confirm that changes irntlime
density flux of the Southern Ocean are the main driver of thieigaeincrease of AABW and that brine release is a key factor
for the shoaling of the NADW cell.

LGM149 is the only experiment in which a shoaling of the NADW®llavith respect to the present-day state occurs. Further
cooling than that induced by the glacial GHG concentratismeeded to dominate the deepening effect of the ice shidweds.
shoaling takes place once the shelf-convection contobut AABW becomes relevant. In piCTL, AABW is formed almost
entirely through open-ocean convection, because theshgdis are too fresh and too light (Fig. 12). This may be thaltef
missing shelf dynamics in the model and the simplified resrtion of ice-sheet mass loss. Therefore, the thresleyioal
which changes in slope convection become relevant appedrs tocated at a too lowCO- in MPI-ESM. The location
of the threshold might depend on the way the ice-sheet ruadfeated in the model, because this has a direct effect on
the freshwater flux (E-P+R). In MPI-ESM, the P-E over glagidirectly enters the runoff and is put into the ocean at the
corresponding coastal grid point. This reduces the demsityediately at the coast due to the additional freshwatautinl he
most realistic way to account for mass loss of the ice sheetdibe to explicitly simulate the calving of ice bergs, whiben
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melt at lower latitudes. A simpler way, which does not reg@in explicit ice-berg model, could be to put the ice-shembffu
into the ocean at lower latitudes to account for the meltihthe icebergs. Stdssel et al. (2015) showed that the priepeart
present-day AABW improved if the ice sheet runoff was distted homogeneously over the Southern Ocean from the coast
to 60°S instead of being put directly into the coastal grid poiftss might also be true for the properties of glacial AABW.

In our experiments we study the sensitivity of the AMOC tdeatiént forcings in a setup with glacial ice sheets. It is, boer,
not a priori clear that the response to the different forsiagd in particular to the GHG reduction is independent ok#tap
of the reference state. The results of Oka et al. (2012) stidinegt the AMOC response to glacial cooling is quite sersitiv
to the applied wind stress and hence to the ice sheets. Alvizg the amount of cooling was needed to cross the thermal
threshold in their experiments with glacial wind stress @®pared to the experiments that used present-day wind {ses
their experiment series HT-CTL and HT-wind). In our LGM#n experiments we do not a find an abrupt change of the AMOC
state as Oka et al. (2012) did in their simulations. The AM@Crdase is rather gradual, at least within the studied rahge
GHG concentrations. The different response could be armtedfethe mixed boundary conditions in the stand-alone ocean
model used by Oka et al. (2012) because mixed boundary comsitire known to cause an AMOC and deep convection that
are overly sensitive to changes in forcing (e.g., Mikolagawand Maier-Reimer, 1994).

8 Conclusions

Based on our simulations with the coupled climate model [@BM, we conclude the following:

1. The PMIP3 ice sheets induce a deepening of the NADW celbaridcrease in the overturning strength caused by wind
stress changes that favour NADW formation. The GHG redadtiduces a shoaling of the NADW cell and a decrease
in the overturning strength.

2. The effect of the ice sheets and the GHG reduction compeersaah other in the deep ocean, so that no shoaling of the
boundary between NADW and AABW is simulated in the glacié&rence simulation LGMref.

3. Within the studieghC'O, range, there is no threshold beyond which an abrupt decfittee@mverturning strength occurs
in the glacial setup. Instead, we find a gradual decline.

4. Brine rejection in the Southern Ocean is key to the shgalfrihe boundary between NADW and AABW. Shoaling sets
in only below an atmospherjpC' O, of 230 ppm, when Southern Ocean shelf water becomes denser than epan-o
convection water and contributes significantly to AABW fation.

5. The GHG concentrations needed to induce changes in thtae&auOcean shelf convection, which in turn result in a
shoaling of the NADW cell and a reversal of the north-soulingg gradient with respect to piCTL, are too low in
MPI-ESM. Therefore, the simulated state of the AMOC and tbepdocean in LGM149 is closer to the reconstructed
glacial state than that in LGMref.
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Table 1. List of experiments and the respective forcing configureipC' O is given in ppmpN2O andpC H, in ppb. The length of the
simulations is given in years.

Experiment Orbit Ice sheets pCO2/pN-OlpCH, Length  Other changes
piCTL 0k Ok 284/791/275 1700

piORB 21k Ok 284/791/275 3900

piORB-brine 21k Ok 284/791/275 2200 . Sice.50=20gkg™"
LGM353 21k 21k 353/1078/318 1400

LGM284 21k 21k 284/791/275 2000

LGM230 21k 21k 230/548/236 1400

LGMref 21k 21k 185/350/200 2300

LGM149 21k 21k 149/196/162 2800

LGMref-brine 21k 21k 185/350/200 1400 Sice.50=20gkg™!
LGM149-brine 21k 21k 149/196/162 1800 o Sice.50=20gkg ™!

Table 2. Orbital parameters for present day (Ok) and LGM (21Kk).

Orbit  Eccentricity Perihelion  Obliquity

Ok 0.0167724 282.04 23.446
21k 0.018994 294.42 22.949
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Figure 13. Temperature and salinity changes caused by the reducesl felisase. Shown is the same transect through the Atlantic as
Fig. 5. Temperature difference f¢a) piORB-brine — piORB(b) LGMref-brine — LGMref and(c) LGM149-brine — LGM149. Salinity
difference for(d) piORB-brine — piORB(e) LGMref-brine — LGMref andf) LGM149-brine — LGM149. Contour intervals are 0Gand
0.03gkg ™!, respectively.
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