Hamburg, 28.07.2016

Dear Editor,

We have changed the manuscript according to our suggestions in the final author response. The
point-by-point reply to the reviewers comments was already given in the final authors response,
therefore we do not repeat it here again. The changes can be tracked in the marked-up version of
the manuscript which can be found below. In the marked-up version, old text is marked in red and
crossed out; new text is marked in blue.

We have made a few minor modifications, which do not change the content of the manuscript but
hopefully give additional clarity. They are tracked in the marked-up version of the manuscript and
also listed below.

Best regards,

Marlene Klockmann on behalf of all co-authors

List of additional changes

Entire manuscript: As already proposed in the final author response, we have removed the hyphens
from the experiment names in LGM-353,LGM-284,LGM-230,LGM-ref and LGM-149.

p.3,1.19-20: We have added a sentence on the river routing in the glacial setup for completeness.

p.4,1.1-3: We replaced ‘very similar to the model version’ by ‘the coarse-resolution equivalent of’ and
added ‘with dynamical vegetation’. This describes the difference between our model setup and MPI-
ESM-P more correctly. We have also replaced ‘the same MPIOM version with higher resolution (MPI-
ESM-LR and MPI-ESM-MR)’ by ‘the MPIOM version used in CMIP5’ for clarity.

p.4,1.17: We have added the word ‘individual’ before ‘effect of ice sheets and GHG concentration’ to
emphasise that we analyse the effects separately.

p.7,1.16: We have added ‘at 26N’ behind ‘RAPID-MOCHA array’ for completeness.

p.9,1.29-30: We have replaced the sentence: ‘Surface cooling in the North Atlantic is outweighed by
the surface freshening and NADW formation is reduced.’ by ‘The density difference between the two
water masses increases due to salinity changes.” On long time scales, the density difference between
NADW and AABW is more relevant for the AMOC than surface density anomalies.

p.9,1.31: We have replaced ‘sea-ice expansion’ by ‘enhanced sea-ice formation’, because it is the
formation rather than the expansion of sea ice which increases the brine release.

p.12,1.29: We have replaced ‘60 to 90S’ by ‘south of 60S’ for better readability.

p.12,1.30: We have inserted ‘atmospheric’ before ‘freshwater fluxes’ to be more precise.



p.13,12: We have inserted ‘maximum’ before ‘MLDs’ to be more precise.

p.13,1.18-27: We have exchanged the word ‘mode’ with ‘regime’. This word choice seems more
appropriate to us.

p.14,1.14: We have inserted ‘As expected’ at the beginning of the sentence, because the reduction of
shelf convection as a consequence of the reduced brine release is exactly what we intended to
achieve with the sensitivity experiments.

p.14,1.17-19: We have added two sentences to explain more specifically why open-ocean convection
in piORB-brine is enhanced with respect to piORB.

p.15,1.26: We have replaced ‘dominant’ with ‘relevant’. This word choice seems more appropriate.

p.15,1.27: We have inserted ‘too fresh and’ before ‘too light’ and added the reference to the new TS-
diagram in Fig. 11.

p.29, Figure 7: We have corrected the figure caption.
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Abstract. Simulations with the Max Planck Institute Earth System Mq#&PI-ESM) are used to study the sensitivity of
the AMOC and the deep ocean water masses during the LastaGMakimum to different sets of forcings. Analysing the
individual contributions of the glacial forcings revealfst the ice sheets cause an increase in the overturninggtrand

a deepening of the North Atlantic Deep Water (NADW) cell, lghithe low greenhouse gas (GHG) concentrations cause a
decrease in overturning strength and a shoaling of the NARIW The effect of the orbital configuration is negligiblehd
effects of the ice sheets and the GHG reduction balance ghehio the deep ocean so that no shoaling of the NADW cell
is simulated in the full glacial state. Experiments in whiifferent GHG concentrations with linearly decreasingiatide
forcing are applied to a setup with glacial ice sheets andaldonfiguration show that GHG concentrations below tlagll

level are necessary to cause a shoaling of the NADW cell wei$pect to the preindustrial state in MPI-ESM. FarZ0- of
149ppm, the simulated overturning state and the deep ocean watsemare in best agreement with the glacial state inferred
from proxy data. Sensitivity studies confirm that brine aske and shelf convection in the Southern Ocean are key pexes
for the shoaling of the NADW cell. Shoaling occurs only whesutiern Ocean shelf water contributes significantly to the
formation of Antarctic Bottom Water.

Key words: AMOC, Last Glacial Maximum, climate modelling, glacial &ang

1 Introduction

The Last Glacial Maximum (LGM, 21 ky b.p.) provides an im@mt test case for numerical climate models because of its
low greenhouse gas (GHG) concentrations, vast ice sheetdifierent orbital configuration. State-of-the-art cli@anodels
succeed in simulating the mean glacial surface climate asarable agreement with reconstructions from proxy data. T
response of the Atlantic Meridional Overturning CircutatiAMOC) and the deep Atlantic water masses to the glacialrig,
however, often differ strongly between models and recortttns and also between different models. The cause oéthes
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differences is not yet well understood. Therefore we idgrind analyse here the individual effects of the glaciatifogs on
the glacial AMOC and the glacial deep water masses.

The two overturning cells of the AMOC are tightly connectedtte two water masses which dominate the Atlantic below
1000m. The upper overturning cell is associated with North Aflaueep Water (NADW), the lower overturning cell is
associated with Antarctic Bottom Water (AABW). Reconstioies based oa'3C suggested that the boundary between these
two water masses moved upwards during the LGM in both thesa@uplessy et al., 1988) and the western (Curry and Oppo,
2005) Atlantic basin. This indicates that NADW occupied alkiwer layer and that AABW penetrated much further into the
North Atlantic than today. Recently, a combination®dfC, Cd/Ca andi'®*O measurements with a tracer transport model
confirmed that the core of NADW was shifted upwards duringliGé1 (Gebbie, 2014).

The shoaling of the boundary between NADW and AABW inferneaif the§'3C measurements was initially interpreted
as a shoaling and weakening of the upper overturning ceh®tMOC which is associated with NADW. A carbon-cycle
model coupled to an ocean model could best reproducé'fi@ distribution over most of the Atlantic with a shallower and
weaker AMOC (Winguth et al., 1999). While there is little @édabout the shoaling nowadays, it remains difficult to trairs
the strength of the NADW cell from reconstructions. Recargtons based on th&'PaF3 Th ratio (hereafter referred to
as Pa/Th) indicated that the AMOC may have been 30 to 40 % wehiang the LGM than today (McManus et al., 2004).
However, the uncertainties of the Pa/Th are still quitedaagd a variety of possible circulation states could be madsistent
with the Pa/Th measurements, depending on the assumptiats about particle fluxes and scavenging rates (Burke et al.,
2011). A glacial NADW cell which was at least as strong as @nestronger than today was indicated by Pa/Th measurements
in combination with a two-dimensional scavenging modepfdld et al., 2012) aneNd measurements (Bohm et al., 2015).

In the second phase of the Paleoclimate Modelling Inter@iepn Project (PMIP2), five out of nine models simulated a
shallower and weaker NADW cell, while four models simulatedeeper and stronger NADW cell (Weber et al., 2007). This
inter-model spread was reduced in PMIP3 with most modelsigiting an increase in NADW strength and a deepening of
the NADW cell (Muglia and Schmittner, 2015). The large iateodel spread in PMIP2 and the fact that most models fail to
simulate the shoaling of the NADW cell in PMIP3 suggests thate is still a lack of understanding of the mechanisms that
determine the glacial AMOC state.

Identifying the individual effects of the glacial orbitdsheets and GHG concentrations on the climate can help &vstadd
the full response. Many studies have addressed the effeitte mdividual glacial forcings on the atmosphere and tiiéese
ocean using either an atmospheric general circulation hood@led to a mixed-layer ocean model (e.g., Broccoli anchaes,
1987; Hewitt and Mitchell, 1997; Felzer et al., 1998) or &fabupled atmosphere-ocean model (Justino et al., 20Q&2Ra et al.,
2011). Very few studies have addressed the effects of thgadjfarcings on the AMOC in a coupled model framework (Kim,
2004; Brady et al., 2013) but none of them has analysed theidogl effects of all three glacial forcings and none ofrthe
addressed the effects on the properties and distributibldA@\W and AABW. Oka et al. (2012) studied the effects of theiind
vidual glacial surface fluxes of heat, freshwater and monoraran the state of the glacial AMOC in a stand-alone ocean mode
They suggested that a thermal threshold determined thegsitref the NADW cell. The location of this threshold depetda
the wind stress: if the glacial wind stress was applied nsjeo cooling was necessary to cross the threshold than griie-
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dustrial wind stress was used. It is, however, not certaah dhsimilar threshold would be found in a coupled climate etod
(Marotzke, 2012). Here we study the response of the gladiéD& and the deep water masses to different sets of forcings in
the Max Planck Institute Earth System Model (MPI-ESM). Cetraf simulations allows us to study the full glacial respans

to separate the impact of the individual glacial forcings] g0 analyse the sensitivity of the glacial AMOC to differ&HG
concentrations. The last point also aims at exploring wéredhsimilar threshold as the one identified by Oka et al. (20ag

be found in a coupled climate model.

The paper is organised as follows. The model and the expeténaee described in Sect. 2 and 3, respectively. We thembegi
our analyses by describing the simulated state of the prrelsgnand glacial AMOC as well as the response of the surface
climate and the deep ocean to the full glacial forcing in SéciThe respective impacts of orbit, GHG concentrations and
ice sheets are discussed in Sect. 5. In Sect. 6, we analyséfelseof different GHG concentrations with linearly deaseng
radiative forcing on the AMOC and the deep water mass priggerThe results are compared with previous studies and
discussed in the respective sections where appropriatelisdass the major findings and implications in Sect. 7 andere
our conclusions in Sect. 8.

2 Model description

We use the physical part of the Max Planck Institute Eartite3gsModel (MPI-ESM) in coarse-resolution mode. The model
version is very similar to the CMIP5 version (Giorgetta ef 2013). The atmosphere component is ECHAMG6.1 with a spec-
tral core in T31 which gives a horizontal resolution of apgnaately 3.75 x 3.75 in grid space (see Stevensetal., 2013,
for details). There are 31 verticathybrid layers. The land-surface model is JSBACH includiadural dynamic vegetation

(Reick et al., 2013). Thever routingis identicalfor present-dayandglacial topographyln the glacial case therivers have
beenextendedo thenearestoastalgrid point of theglacialland-seanask.Theocean component is MPIOM (Marsland et al.,

2003; Jungclaus et al., 2006). It is a free-surface primigquation ocean model on z-coordinates with an incorpdtdibler-
type sea-ice model (see Marsland et al., 2003; Notz et &l3,40r details)

MPIOM is+unerusesa curvilinear grid with a nominal resolution of & 3°. The grid poles are located over Greenland and
Antarctica. This configuration produces a minimum grid $pgof 31km around Greenland and 86n around Antarctica.
The maximum grid spacing is 28 in the tropical Atlantic and 39Rm in the tropical Pacific. There are 40 unevenly spaced
vertical levels. The uppermost layer has a thickness afiib order to avoid problems with thick sea ice in the glaciattikr
Ocean. Below the first level, the level thickness increasesatonously from 1Gn close the surface to about 550in the
deep ocean. The upper 180 of the water column are represented by nine levels. Partidloglls fully resolve the bottom
topography. The representation of shelf convection and @eer sills is improved by @lepecenvectionslope-convection
scheme described in Marsland et al. (2003).

ECHAM and MPIOM are coupled daily using the Ocean Atmosplsa& Ice Soil (OASIS3-MCT, Valcke (2013)) coupler.

The model configuration applied herevisrysimilarte-the medelversionthe coarse-resolutiorquivalentof MPI-ESM-P
with dynamicalegetationMPI-ESM-P~whieh-can be found in the CMIP5 database arechalseparticipatedparticipated



10

15

20

25

30

alsoin PMIP3. The characteristics of tmameMPIOM-y
MPIOM versionusedin CMIP5/PMIP3are described by Jungclaus et al. (2013) in greater detail.

3 Experiments

We perform two reference simulations, a preindustrial mdrrun (hereafter referred to as piCTL) with preindustkaiG
concentrations, present-day orbit, land-sea mask, tepbgrand ice sheets and a PMIP3-like LGM run (hereafter redeo
astGM-refLGMref) with glacial GHG concentrations as well as glacial orlsitid-sea mask, topography and ice sheets (see
Table 1).

The glacial ocean bathymetry and land-sea mask are obthinadding the anomalies from the ICE-5G reconstructions
(Ok-21k, Peltier (2004)) to the present-day bathymetrys Tasults in a global mean sea-level drop of approximat2§yi.

The continental ice sheets correspond to the PMIP3 bouratangitions. They are a blended product of the three icetshee
reconstructions ICE-6G (Peltier et al., 2015; Argus et2fl14), MOCA (Tarasov et al., 2012) and ANU (Lambeck et al1@0
(see Abe-Ouchi et al. (2015) and the PMIP3 web page for a netegleld description: https://pmip3.Isce.ipsl.fr).

We perform a second control simulation which has the samégroation as piCTL but with the orbital parameters set to
glacial values (see Table 2). This simulation will be re¢erto assiFOPIORB. The difference betweepFOPOPIORB
and piCTL yields the response to the orbital forcing. We wdé piCTL as a reference to estimate the total effect of atligl
forcings andsFOPOPIORB whenever we want to ensure that the orbital eflestfiguratiods excluded.

To analyse théndividual effect of the ice sheets and GHG concentrations, we perfarexperiment with glacial orbit and
ice sheets but with preindustrial GHG concentratidisii-284LGM284). Comparing=-GM-284with-piFORPOLGM284 with
PIORB gives the response to the combination of the glacial icetshgkacial topography and the glacial land-sea mask. In the
following, we will simply refer to this combined responsetias ice-sheet effect. Comparig@M-refwith- EGM-284LGMref
with LGM284 gives the response to the GHG reduction.

To analyse the effect of the GHG reduction on the glacial AMi@@etail, we apply different GHG concentrations to a
setup with glacial orbit, topography, ice sheets and lagalrsask. The GHG concentrations are chosen such that theyaov
wide range of the parameter space. To determine the intgreaing, we calculate the difference in radiative forctajulated
according to Myhre et al. (1998)) between the preindustrialglacial GHG concentrations and then tMF:%(RFpiCTL-
RF1qa)=1.45Wm~2 as the interval spacing, so that the radiative forcing desae approximately linearly between the
experiments. We change the concentrations of QO and CH but will in the following refer only topC' O, for simplicity.
pCO4 ranges from 353pm to 149 ppm. In analogy toLGM-284LGM284, these experiments are named LGMR, nnn
being the CQ concentration in ppm.

We perform three sensitivity experiments to assess theritapee of brine release in the Southern Ocean for the staite of
overturning. In these experiments, we reduce the amountied lvhich is released during sea-ice formation on the Souath
Hemisphere by approximately 50 % (see Table 1 and Sect.6defails).
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Table 1 provides a complete list of the experiments and tiespective setups. All experiments are integrated forastle
1400 years to reach a quasi-equilibrium. This approachsifigd because the forcing at the LGM was relatively statign
over a few millennia. In the following, we analyse averagtthe last 300 years of the respective simulations if notestat

otherwise.

4 The control and glacial climates

In this section we describe the response of the AMOC and thenrokémate to the combined glacial forcings. We begin with
the response of the surface climate, because the surfadéioos are important for water-mass formation. We thertiooe

with the resulting changes of the water masses in the deg@ptitland the associated AMOC response. To evaluate how well
MPI-ESM is simulating the overturning, we discuss here mdy the response of the AMOC to the glacial forcing but als® th
AMOC state simulated in piCTL. We further compare our resulith reconstructions and with previous results from PMIP2
PMIP3 and other simulations.

4.1 Surface air temperature

The simulated global-mean surface air temperatutegi-ref-L GMref cools by 5.18C with respect to piCTL. The most re-
cent estimate of the global-mean cooling based on recatigtns is 4.0+ 0.8°C (Annan and Hargreaves, 2013; Shakun et al.,
2012). In PMIP2, the global-mean cooling ranged from 3.6.716G (Braconnot et al., 2007) and five PMIP3 models evaluated
by Braconnot and Kageyama (2015) simulated a global-mealingaranging from 4.41 to 8C. Hence, our simulated estimate
appears reasonable, being slightly colder than the recanisins and well within the range of previous simulations.

The strongest cooling in thesM-refL GMref simulation takes place over the ice sheets in response ioattgheet elevation
and albedo (Fig. 1a). Cooling over the ice-free continesuigies from 3 to 8C. A weak warming can be seen over the North
Atlantic and over the Gulf of Alaska. The warming over the thioAtlantic is an imprint of underlying warm SSTs (see
Sect. 4.2), the warming over the Gulf of Alaska is generatlyl@ined by atmospheric circulation changes due to thedraide
ice sheet (see e.g., Justino et al. (2005), Otto-Bliesnalr €006) and Sect. 5).

The simulated latitudinal cooling pattern agrees well wibonstructions between 8 and 60N, as a comparison of simu-
lated and reconstructed surface air temperature diffeieoeer land at the proxy sites shows (Fig. 2a). The recartgins are
taken from Bartlein et al. (2011) and Shakun et al. (2012 Simulated temperatures have been height corrected tarmtcco
for discrepancies between the coarse model topographyhendctual high-resolution PMIP3 topography. Still, the elod
overestimates cooling over Antarctica and in the vicinitjhe ice sheets north of 88l. These areas are characterised by large
height gradients, which may be resolved neither by the eoasdel grid nor the higher-resolution PMIP3 topographysTh
issue was recognised as 'representativeness error’ byétasgs et al. (2013). In addition, the surface temperattgegiaciers
cannot exceed @ within the model which may induce additional cooling dtheover and downstream of the glaciers. This
may explain in part why our global-mean estimate of the serfaooling is slightly stronger than the reconstructedvesti of
Annan and Hargreaves (2013).
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4.2 Sea Surface Temperature

The simulated global-mean SST fssM-ref-LGMref cools by 2.62C with respect to piCTL. This fits within the range of
the MARGO reconstructions which indicate a cooling of £9.8°C (MARGO Project Members, 2009). It is also similar to
previous results from Brady et al. (2013), who simulated2ST of 2.4C with CCSMA4.

The tropical ocean cools by 1.6 to 2@ (Fig. 3a), which is also in good agreement with the MARGOnegte of 1.7+
1°C and the range of the PMIP2 ensemble of 1 td2.4Otto-Bliesner et al., 2009). The cooling increases towaubpolar
latitudes where it exceed$@ in the Labrador Sea, the Nordic Seas, in the North Pacificoaadthe Antarctic Circumpolar
Current. The Arctic Ocean does not show any significant ogais the Arctic surface waters are already close to theifrgez
point in piCTL. The surface ocean around Antarctica cool8.to 0.8C. The central North Atlantic warms by 1.6 to 2@

This warming is caused by a shift in the subtropical-sulbpgyae system (Fig. 4a), which enhances the transport of warm
subtropical water to the North Atlantic.

Comparing the simulated SST differences with the MARGO mstictions at the proxy sites as a function of latitude
(Fig. 2b), shows that the model is always within the rangehefreconstructions but generally colder than the proxy mean
cooling. From 70S to 30N both model and proxies show a relatively small scatter,thedatitudinal pattern of cooling is
quite similar. North of 30N, the scatter of both model and proxies increases, and ih@ey little agreement between the
two. Although the North Atlantic and Nordic Seas are the ndestsely sampled areas, it remains very difficult to constiae
temperature anomaly in this region due to divergent progylts (MARGO Project Members, 2009). In fact, the simul&8&d
differences agree quite well with the reconstructions baseforaminifera, but there is little agreement with red¢ansions
based on dinoflagellates and alkenones.

4.3 Sea Surface Salinity

The lower sea level leads to a global-mean salinity increfisdout 1.21g kg~'. This corresponds to the increase seen over
most of the tropical ocean, where salinity increases by®155g kg—! (Fig. 3c). Larger increases can be seen on the shelves of
the Weddell Sea, Baffin Bay and Beaufort Sea. In the Mediteaa the salinity increase exceedslg ! due to the reduced
exchange with the Atlantic (Mikolajewicz, 2011). The easthlorth Atlantic shows a salinity increase of about 215!
which can also be attributed to the shift in the subtropsdipolar gyre system (Fig. 4a). Freshening occurs in arbasev
runoff from the Laurentide and Fennoscandian ice sheethesahe ocean.

4.4 Deep water masses in the Atlantic

A north-south section of temperature differences betvsei-refLGMref and piCTL through the Atlantic shows that cooling

occurs over the entire water column (Fig. 5b). The coolirggrisngest at about 2500 depth, right above the boundary between
NADW and AABW in piCTL. We infer the water-mass boundary fraéne location of the strongest vertical gradient in both
temperature and salinity (Fig. 5a and e). There is, howewec)ear indication of an upward shift of the water-mass loauyn

in EGM-refLGMref.
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Also the salinity anomalies do not indicate an upwards gfithe water-mass boundary (Fig. 5f). Instead, they show tha
the salinity difference between AABW and NADW decreasese $hlinity increase is strongest in the deep Weddell Sea.
Here, the salinity increase is on the order of §1& ! above the global-mean increase. In contrast, the salinisease of
NADW is smaller than the global mean increase. Because firétgancrease of AABW is larger than that of NADW, the
north-south salinity difference in the deep Atlantic isweed by a factor of three to Oglkg—!. The simulated salinity increase
of AABW is weaker than suggested by reconstructions. Adkire. (2002) found that the north-south salinity gradierthie
deep glacial Atlantic was reversed with respect to todayy WABW being saltier than NADW. They found that glacial AABW
was about 2.4- 0.17g kg ! saltier than the preindustrial AABW. The simulated sajiniifference betweeaGM-refLGMref
and piCTL in the Weddell Sea is about k&g ~!. Therefore, the simulated glacial AABW is not salty enouglptoduce a
north-south salinity gradient of the correct sign and maglg. This is a problem that many coupled LGM simulationsshav
in common: out of the nine models that participated in PMI&#y one succeeded in producing a salinity increase in the
deep Southern Ocean of a comparable magnitude (Weber 20@¥), and only two were able to simulate the reversal of the
north-south salinity gradient (Otto-Bliesner et al., 207

4.5 Overturning

The simulated preindustrial AMOC has a maximum overturisingngth of 16.%v (Fig. 6a). This maximum occurs at 39.
The northward transport of AABW has a maximum di#near 15N. Latest results from the RAPID-MOCHA array26°N
reveal a mean AMOC strength of 17420.9Sv (McCarthy et al., 2015). Estimates of northward AABW tramg@are within
the range of 1.9 to 4v (Frajka-Williams et al., 2011). Therefore, the simulateersgth of the two cells lies well within the
uncertainty range of the observations.

The NADW cell extends down to about 29@0in piCTL. The boundary between the two overturning cellsugeflat,
having the same depth at all latitudes. Thus, the model mexla too shallow NADW cell north of 28N compared with a
depth of 430Gn at 26°N in the RAPID-MOCHA observations (Msadek et al., 2013). A ghallow NADW cell has also been
reported for many of the preindustrial simulations in PM(®&ber et al., 2007) and newer simulations (e.g., Msadek,et a
2013; Brady et al., 2013, for CCSM4).

The simulated glacial AMOC of 28v exceeds the preindustrial AMOC (Fig. 6b). The depth of theDMAcell remains
unchanged, as does the strength of the AABW cell. This respmmuite common for models that have participated in PMIP3
All models simulate a stronger AMOC and all models but oneusitte either a deepening or no change of the NADW cell
depth (Muglia and Schmittner, 2015).

The relationship between the geometry of the two overtyro@ils and the actual vertical distribution of NADW and AABW
is not necessarily straightforward. The temperature afidityasections in piCTL (Fig. 5a and e) show that a significan
amount of NADW reaches levels below 3000 even though this is not depicted by the zonally integratezttarning stream
function (Fig. 6a). Hence, changes in the relationship betwNADW and AABW inferred only from the overturning stream
function need to be interpreted with great care. InitEv-+ref-LGMref simulation, however, the responses of hydrography
and overturning stream function appear consistent; neiththem indicate a change in the vertical extent of NADW.
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5 Impact of individual glacial forcings

In this section, we decompose the response to the totabgfacting inkGM-refLGMref into the individual contributions of
orbital parameters, GHG concentrations and ice sheetdijoiaheffect of topography, albedo and coast lines). Werbaggin
with changes of the surface climate and then discuss theteifethe deep water masses and the resulting AMOC changes.

5.1 Surface temperature

The orbital configuration has the smallest effect on the ahaverage surface temperature distribution, a finding ithat
agreement with previous studies (e.g., Hewitt and MitcH&lB7). The tropical-temperature change is mostly smtikem+
0.5°C (Fig. 1b). The cooling is stronger at high latitudes witlo 2tC. The strongest cooling is located over the Weddell Sea
and the Barents Sea. In these regions, the temperatureeiwagplified by an expansion of the sea ice and the subsequent
reduction of oceanic heat loss to the atmosphere. Becaaswliial effect on the mean climate is very small, we will e t
following focus only on the effects of GHG reduction and ibests.

The effect of the GHG reduction shows the typical pattern &HG reduction experiment, with polar amplification and
stronger cooling over the continents than over the ocean (€). Also here, the strongest cooling takes place oveigrdell
Sea due to the expansion of the winter sea ice. The GHG redusticounts for most of the cooling over the ocean in the total
response.

The ice sheets induce stronger cooling over the continbats éver the ocean (Fig. 1d). The cooling is strongest djrect
over the Laurentide, Fennoscandian and West Antarcticheets, from the combined effect of albedo, elevation andigla
mask (the surface temperature on the glaciers cannot beexdhan 0C within the model). The warming over the North
Pacific and North Atlantic seen in the total glacial resparese be attributed to the effect of the ice sheets: There iagt
warming over the North Pacific and North Atlantic, which is@presentin the SST pattern (see Fig. 3b). These warmérgzatc
are most likely caused by circulation changes of both oceanagmosphere. The North Pacific warming was also found in
earlier modelling studies in response to both the ICE-4Gt{da et al., 2005; Kim, 2004) and the ICE-5G reconstruction
(Otto-Bliesner et al., 2006). Justino et al. (2005) coneet¢he warming to topographic blocking upstream of the Liatidle
ice sheet. The warming in the North Atlantic is caused by & Bhthe subtropical-subpolar gyre system in response twwi
stress changes due to the ice sheet&G#M-284LGM284, the subtropical gyre extends further north thapiRoRPOpIORB
(see Fig. 4b). The maximum warming collocates with the neattal extension of the subtropical gyre. Because the suictabp
subpolar gyre system is strongly controlled by the surfagelstress forcing, this warming pattern is very sensitivehe
prescribed ice sheets. The warming did not occur in simaratusing the ICE-4G ice sheets (Justino et al., 2005; Kig420
but it was present in simulations using the ICE-5G ice sh@&dsisata et al., 2011). Ziemen et al. (2014) found thatreiffie
ice-sheet configurations had a large impact on deep-wateratton patterns in the North Atlantic and thus also on regio
heat budgets and surface temperatures.
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5.2 Surface salinity

The GHG reduction causes a salinity increase in high laggwahd a freshening in the entire North Atlantic and the spixtal
latitudes of the Southern Hemisphere (not shown). Thisepattorresponds to a weaker water cycle in cold climatedsdt a
agrees well with the GHG effect on surface salinity found bgnK2004). The salinity increase in the high-latitude Seuth
Ocean favours the formation of AABW.

The ice-sheet effect dominates the total surface saliaggonse (compare Fig. 3c and d). The freshening in the highera
latitudes occurs due to precipitation changes in the \ticiofi the ice sheets. The strong salinity increase in theeea$orth
Atlantic is caused by a combination of effectsgiFFORPIORB, the relatively fresh subpolar gyre extends very far eastsva
(see contours in Fig. 4b). This causes the uppenQif the water column in the eastern North Atlantic to be muéstier
than the underlying water. IlGM-284LGM284, the subpolar gyre retreats westwards and the subtropioabxtends further
north (Fig. 4b), enhancing the surface salinity in the eadworth Atlantic. In addition, the wind-stress anomaly doghe
ice sheets (not shown) induces an offshore Ekman transpdrupwelling off the Bay of Biscay and the Irish coast. This
upwelling brings the saltier water from deeper layers toghidace, thus enhancing surface salinity further. Kim @Qfid
not find this salinity increase in the North Atlantic in regge to the ice sheets. Instead, he found that the ice sheletseith
a substantial freshening in the North Atlantic (see his IGEfect). The salinity of the North Atlantic is an importeattor
for the formation of NADW, a salinity increase favours NADWrmation while a salinity decrease counteracts it. Heree, t
surface salinity response has a direct impact on the deeg watsses and the overturning, as the next sections will.show

5.3 Deep water masses in the Atlantic

The ice sheets induce a warming throughout the Atlanticb@000m, which increases towards the north (Fig. 5d). This
warming indicates a larger percentage of relatively warnbMAbelow 3000m and a corresponding reduction of cold AABW.
Between 1500 and 2504, there is a cooling associated with a weaker Mediterranaaficdy and increased convection in
the Labrador Sea. In piCTL, there is a strong vertical ter@jpee gradient centred around 3000 indicating the boundary
between AABW and NADW, In-GM-284L GM284, this gradient is weakened by a factor of two due to the lgsgerentage of
NADW present below 300th. The salinity anomalies (Fig. 5h) are similar to the tempemanomalies. There is a freshening
above 2500n in response to the reduced Mediterranean outflow. The sgaligty increase in the North Atlantic below 3000
m north of 47N also indicates the increased fraction of NADW, which agreell with the surface salinity increase in the
North Atlantic.

The GHG reduction causes a cooling of the entire water col{fign 5¢). The cooling is strongest north of°30below 3000
m, indicating a larger percentage of cold AABW and a smalleceetage of NADW below 3006h. Thesurfacecoolingin

shewsthatdensitydifferencebetweenthe two water massesncreaseslueto salinity changesNADW becomes fresher and
AABW saltier (Fig. 5g). The strongest salinity increaseeslplace in the Weddell Sea both at the surface close to tls coa
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and in the deep Weddell Sea. This increase is caused by chamtpe haline density flux due Enhancedea-iceaxpansion
formationand increased brine release (see also Sect. 6.4 and 6.5).

The decreased fraction of NADW below 3080in response to the GHG reduction is similar to the resporeselitie recon-
structions based of'3C' suggest (Duplessy et al., 1988; Curry and Oppo, 2005). Hewyéve effect of the GHG reduction
and that of the ice sheets compensate each other in the dieepidtso that no clear indication of a shoaling of the watess
boundary can be observed in theM-refL GMref simulation.

5.4 Overturning

The presence of the glacial ice sheets causes the strergjgn ADW cell to increase by 7 3v at 30°N (compare orange and
black solid lines in Fig. 7). The boundary between the twésd@hdicated by the level of zero transport) is shifted dawands
by about 300n. This reflects the increased NADW formation due to the ineedanorthward salt transport (Fig. 3d) and is
consistent with the increased fraction of NADW below 3@08een in the hydrographic sections (Fig. 5d and h).

The GHG reduction induces a decrease in the NADW cell strebg® Sv and a shoaling of the NADW cell by about 300
m (compare orange and cyan lines in Fig. 7). Again, the oveitigrresponse is in agreement with the response of the deep
water masses. The GHG-induced shoaling of the NADW cell &ty compensated by the ice-sheet-induced deepening.

While the ice-sheet effect described in previous studiegsdoth in sign and magnitude, the GHG effect appears to be
more consistent across the different studies, at leas 8igh. The ice-sheet effect depends on the ice-sheet tegctisn and
also on the model. The ICE-4G ice sheets induced a weakehthg BJADW cell and an expansion of the AABW cell (Kim,
2004). The PMIP3 ice sheets induced a strengthening antdispodthe NADW cell in CCSM4 (compare experiments LGM
and LGMCQG in Brady et al., 2013). In a recent study, Muglia and Schreit{2015) found that applying glacial wind stress
anomalies from the PMIP3 ensemble in the UVic model led tonaneiased northward salt transport, enhanced overturning
and a deeper NADW cell, which is consistent with the ice-sb#fect in MPI-ESM. The sign of the GHG effect appears more
robust. Both Kim (2004) and Brady et al. (2013) find a shoaing weakening of the NADW cell as well as an enhanced
AABW cell in response to the GHG reduction, which is congisteith the GHG effect in MPI-ESM. To understand the
magnitude of the GHG effect on the AMOC better, we will in tbddwing explore the impact of different GHG concentratson
on the climate and consequently on the AMOC itself in theiglasetup (see the LGNtn experiments in Table 1). The aim
is to explore the sensitivity of the AMOC to different GHG @amtrations and to get a better understanding of the presess
which determine the geometry and strength of the overtgrnin

6 Impact of different GHG concentrations
6.1 Overturning

Applying the different GHG concentrations to the glacidugpeshows that the AMOC response to a GHG reduction is a fomcti
of the GHG concentration its¢fig—-. The AMOC profiles ol-GM-353andGM-284LGM353 andLGM284 at 30°N are
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indistinguishable from each other, both in terms of NADW s&length and dept{Fig. 7, seealsoFig. S1in the supplement
for atwo-dimensionaVview of the AMOC). ForpC O, below 284ppm, the overturning decreases approximately linearly with
the decreasing radiative forcing in steps of abofiter A RF'. The shoaling of the NADW cell sets in only fp€'O, below
230ppm. EGM-353;LGM-284andLGM-230L GM353,LGM284 andLGM230all have the same overturning geometry with

a cell boundary near 3200. In EGM-refLGMref, the cell boundary is then located at 29@0and inEGM-149-LGM149it
shifts further upward to 260 EGM-1493LGM149is the only experiment in which the NADW cell becomes shadothan

in piCTLthereforeit-hasaneverturninggeometrythat, The overturningstrengthin LGM149 with 18 Sv still exceedghe

reindustrialoverturningstrength The overturningstatein LGM149 is consistentith reconstructionsvhich showa glacial

AMOC thatwasshallowerandasstrongasor evenstrongetthantoday(Lippold et al., 2012; B6hm et al., 2019)hereforewe
concludethatthe AMOC in LGM149is in better agreement with reconstructions thasin-GM-refthe AMOC in LGMref.

The reason for this will be explored in the remainder of thatisa.
6.2 NADW formation

In both piCTL andgFOPIORB, NADW formation through deep convection takes place malmlghe ice-free part of the
Nordic Seas (Fig. 8a, only piCTL is showmhedeepeonvection

speradicallyandthereforetheln the LabradorSea,deepconvectionvarieson pentadato decadatime scaleswith yearsin

which mixed-layerdepths(MLD) becomeasdeepas3400m andyearsin which no deepconvectionoccurs.In addition,the
exactlocationof the deepconvectionvariesin time. The long-term mearet-the-wintermixed-ayerdepth{MED)-HsMLDs
in the LabradorSeaarethereforerather shallow with 400 to 60fh. Fhisis-aknrewneffectofthecoarsereselutionHigher-

resolution versions of MPI-ESMhewMLDs-downto-30088simulatecontinuousdeepconvectionin the Labrador Sea (see

e.g., Jungclaus et al., 2013)he differentbehaviournf the LabradorSeaconvectiondoesnot affectthe total glacialresponse

of the AMOC. Comparingthe preindustriakontrolsimulationandthe LGM simulationof MPI-ESM-Pin the CMIP5/PMIP3

databasshowsthatthe depthof the NADW cell remainsalmostunchangedndthe maximumoverturningstrengthincreases
(see also Table 1 in Muglia and Schmittner, 2015).

In the relatively warm glacial experimenit&sM-353-and-GM-284LGM353 andLGM284, the deepest mixed layers are
found in the Labrador Sea (Fig. 8b and c). There is also demyection in the Nordic Seas, but the extent of the conveetiea
is reduced in comparison to piCTL, because sea-ice covéreilNbrdic Seas increases in the glacial setup. With decrgasi
pCO,, the sea-ice edgedvaneeadvancesouthwards in the Nordic Seas both in summer and winter, @eg donvection
decreases. In the Labrador Sea, the sea-ice edge advastearda and the deep-water formation area shifts with it. In
EGM-149.GM149, the main deep-water formation area is located in the cesukgpolar gyre and the eastern North Atlantic
(Fig. 8f).

6.3 Water mass properties

To understand how the deep-water formation drives the on@rtg it is not sufficient to look only at the Northern Hentigpe.
The overturning strength and geometry are set to a largexyethe density difference between NADW and AABW. In the
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following, we analyse how the properties of the two water seaschange with decreasipg'O-. We choose the Nordic Seas
and the North Atlantic to study the NADW properties and theddédl Sea to study the AABW properties. In each region, we
select a fixed depth representative of the water-mass greper this region. In the Nordic Seas, we determine the magess

properties at 56tn depthbecausdhis-depthwhich corresponds to thiestwetlayerintheglaciaHeeland-Seetland-Channel

-MPIoMdepthof the deepesiodellayer with a connectionbetweenthe glacial Nordic Seasandthe glacial North East
Atlantic.In the North Atlantic and the Weddell Sea, we determine tlaéewmass properties at 2080 depth because this

depth is representative of the core properties of NADW. Vémttietermine the spatial maximum of the climatological mean
in-situ density on the selected level within each regiog(Ba and b) and compare the corresponding temperature lamty/sa
(Fig. 9c¢). Since we compare the density from water at diffedepths, we converted in-situ density to potential serfdensity
(o) and potential density referenced to 26G8{o») for the comparison.

In the North Atlantic, density{g ando-) increases with decreasipg’O- (circles in Fig. 9a and b). The density increase is
caused by cooling, which dominates the effect of a simuttasdreshening (circles in Fig. 9e), increases quasi-linearly with
decreasing radiative forcingp increases less below’ O, of 230 ppm because the relative importance of the freshening
effect on surface density increases at lower water temyprest

In the Nordic Seas, bothg ando, initially increase with decreasing”' O, until 230ppm; at lowerpCO- both decrease
(diamonds in Fig. 9a and b). The initial increase is causeddwnfing, the subsequent decrease by freshening and warming
(diamonds in Fig. 9¢). From 353 to 23®m, there is deep convection in the Nordic Seas associatedangttong surface-
density gain and heat loss. The water that is leaving the iN&eas is contributing to NADW formation, because it is much
denser than that south of the Greenland-Scotland ridgevwB2B0ppm, however, the Nordic Seas are completely ice covered
during winter and only little or no deep convection occurdBM-+refand-GM-149 GMref and LGM149, respectively.
The water that enters the Nordic Seas is merely recirculatdobut gaining density and the water that flows out over the
Greenland-Scotland ridge is too light to contribute to NABkmation.

In the Weddell Seazo ando, increase with decreasing’O- (triangles in Fig. 9a and b). From 353 to 230m, the density
increase is dominated by cooling (triangles in Fig. 9c). $alknity changes are positive but relatively small. Bel®0 2pm,
the density increase is dominated by a strong salinity as®eThe cooling weakens as the Weddell Sea temperatueahps
the freezing point. Even though the dominant process segtétom cooling to salinity increase; increases quasi-linearly
with decreasing radiative forcing. The increasergf on the other hand, strengthens below p3th.

The salinity increase in the Weddell Sea and the fresherfitigeoNorth Atlantic lead to a reduction and ultimately to a
sign reversal of the north-south salinity gradient, withB\W becoming saltier than NADW ikGM-:49L.GM149. Hence, we
conclude that the simulated state of the overturning andsthehern Ocean water massed-lBM-1491 GM149 are closer
to the glacial state described by proxies than the statelatetiinEGM-refLGMref: The NADW cell becomes significantly
shallower as compared with piCTL, and the North-South gglgradient in the deep Atlantic is reversed with respec¢ht®
present day. This underlines the key role of the Southerm®salinity for the glacial AMOC state.
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6.4 The surface density flux in the Weddell Sea

To understand the salinity increase in the Southern Oceamnalyse the different components of the surface denskyirflu
the Weddell Sea (defined as the region between 0 tévadndsouthof 60te-96°S). We calculate the surface density flux as the
sum of the density changes due to heat flus¢siospheridreshwater fluxes (precipitation - evaporation + runoffyl domine
release. We integrate these components over two diffeegiams, the Weddell Sea shelves and the area in which opamoc
convection occurs. This way, we can estimate the relatiyiance of shelf convection and open-ocean convectiothéor
formation of AABW.

We define the shelf region as the area between the coast arid@@an isobath. Defining the open-ocean convection
area is less straightforward because the sign and magrofutie density flux over the open-ocean convection area i ver
sensitive to the definition of the latter. The most apprdprégoproach in terms of the flux balance would be to considgrtba
area in which deep convection occurs (e.g., define@#hp-maximumMLDs exceeding 200@h). But the integrated fluxes
would be difficult to compare this way, because the extenhefdeep-convection area varies strongly between the réspec
experiments. We therefore choose two different approadseh with a fixed definition of the open-ocean convectioa.are
The first approach considers every grid point in which theuatimaximum MLD in any of the experiments exceeds 2000
m (00C,,..). The second approach considers only those grid points iohithe annual-maximum MLD in all experiments
exceeds 200th (OOC,,;,). The O0G,, ., case is more representative of the cold experiments withryaesxdensive open-
ocean convection area, the OQg, is more representative of the warm experiments with a smafien-ocean convection
area.

Over the shelves, there is a net density gain in all experisn@ig. 10a). The gain is determined entirely by the balarice
the brine component and the freshwater component. Theflugatomponent is very small because the surface water ig clos
to the freezing point and therefore further heat loss leadset-ice formation and contributes to the brine comporidre.
brine release causes a density gain which remains apprtetintanstant with decreasing’'O, except for a stronger increase
in EGM-149. GM149. The freshwater flux causes a density loss which decreasies@sreasingC O, as the atmosphere can
hold less moisture with decreasing air temperature. Asudtrelse net density gain over the shelves increases witredsing
pCOs.

Over the open-ocean convection area (Fig. 10b and c), threréwa differentmedesegimes a thermal and a haline
medaegime The thermainedeseeursnGM-353andGM-284regimeoccursn LGM353andLGM284. For thismedaegime
the OOG,;,, case best describes the surface density flux. There is a mgtygain caused by heat loss. The brine component
is negative, reducing the density gain through net sea-g&le Because the considered area in the Q@Ccase is larger than
the actual open-ocean convection area, the sea-ice meihdtas the net density flux, resulting in an overall densigglin the
00C,,., case. The halinmedesceursinEGM-refandGM-149egimeoccursin LGMref andLGM149. Here, the density
gain is dominated by brine release. As over the shelves aaeflux component becomes small because the water teraperat
is already close to the freezing point. This is true for baih ©OG,, ... and the OO0G,;,, case. The OOL;,, case, however,
underestimates the effect of the brine release becausetisidered area is smaller than the actual open-ocean damvec
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area. The balance islcM-230LGM230lies in between the tweredegegimes the brine component is close to zero and the
heat-flux component and the freshwater component add to ladenaity loss.

The annual mean density at 500 averaged over the respective regions shows that the sh&df wealighter than the
open-ocean convection water sM-353-ardl-GM-284-(rotshewd GM353 and LGM284 (Fig. 11). In LGM-230:the
densityLGM230, the potentialdensityog of the two water masses is very similar, and-igM-+refand LGM-149LGMref
andLGM149, the shelf waters become denser than the open-ocean comvaetier. So only in these two experiments can
the very salty waters from the shelves reach deeper layersamtribute to AABW formation. Hence, we conclude that the
contribution of Weddell Sea shelf waters to AABW is key to #iealing of the NADW cell in response to the GHG reduction
in MPI-ESM.

6.5 The effect of brine release

Only those PMIP2 models which simulated a north-south galgradient similar to the one reconstructed by Adkins et al
(2002) also simulated a shallower NADW cell under glacialdions. These models had a strong haline contributioheo t
surface density flux in the Southern Ocean, driven by sedeiceation and brine release (Otto-Bliesner et al., 200Fe T
importance of brine release for the glacial overturningesta a CCSM3 simulation had already been identified by Shai.et
(2003). However, so far no study has tried to quantify theafdf brine release on the glacial overturning. In ordestingate

the effect of brine release for the AABW formation and ovaring strength in our simulations, we perform three addaio
sensitivity experiments in which brine release on the SenttHemisphere is reduced. To this end, we set the salinity of
sea ice to 2@ kg~! on the Southern Hemisphere (instead qf15g—'), thus reducing the amount of brine that is released
when sea ice is formed in the Southern Ocean by roughly 50 %apply these changes FORO.LGM-refandLGM-149

LGM149-brinein Table 1) and analyse the effect of the reduced brine releashe surface density flux, the Atlantic hydrog-
raphy and the overturning.

6.5.1 Surface density flux changes

Shel-As expectedgshelf convection is weakened in all three sensitivity experiradigcause the net density gaiver the
shelvess reduced as a direct consequence of the reduced brineegkse open symbols in Fig. 10). Open-ocean convection is
alsoreduced in the two glacial sensitivity expenmd%e#bn%and&@%@—b#%%ml@%—bﬁ%m
LGM149-brine In piORB-bring howeverihehe
convecuonmdvnh respect t@@P&MrMWMLWn

reeapen-ocean

14



10

15

20

25

30

6.5.2 Atlantic hydrography changes

The resulting temperature and salinity differences betvpEEORO-brineandpiFORPOPIORB-brineandpiORB are relatively
small (Fig. 12a and d). The most prominent temperature bigaanorthward shift of the Antarctic Circumpolar Currerrit.

The northward shift isensistentwith-aninrereaseeassociatedvith an expansiorof the open-ocean convection area in the
Weddell Sea. The largest salinity change is also assoaidtedhe northward shift of the Antarctic Circumpolar Cuntéront.
A weak freshening of AABW occurs below 30@@in the North Atlantic.

In EGM—ref-brine-and-GM-149-brind GMref-brine and LGM149-brine the resulting temperature and salinity changes
are much larger than igi PIORB-brine In both experiments, there is a warming of up to°Z4elow 3000m
(Fig. 12b and c), which indicates that NADW replaces AABW lire tdeep North Atlantic. The salinity differences show a
freshening of AABW and a salinity increase of NADW in both expnents (Fig. 12d and f). The freshening of AABW and
the salinity increase of NADW lead to a reduction of the dgndifference between the two water masses, as AABW becomes
lighter and NADW becomes denser. Therefore, NADW can rephasBW in the deep North Atlantic.

6.5.3 Overturning changes

The response of the overturning reflects the hydrograplaicgés. Changes in overturning strength and geometry arswe|
from piHFORPOtepiFORO-brinepiORB to PiORB-brine(Fig. 13). In bothEGM-ref-brineanrd EGM-149-brind GMref-brine
andLGM149-bring the lighter AABW induces a weakening of the AABW cell and th&DW cell deepens and strengthens.
In EGM-149-brind GM149-brine the effect is strongest with a deepening of the NADW cell 80 & and an increase in
overturning strength of 2.5v. These results confirm that the contribution of the veryysadtastal water to the formation of
AABW is key to the shoaling of the NADW cell iaGM-+efandGM-149L GMref andLGM149in MPI-ESM.

7 Discussion

Previous studies have identified both the Southern Ocearthenblorth Atlantic as the origin of the salinity increase and
expansion of AABW and the subsequent shoaling of the NADW. éecomparison of the water mass formation rates of
NADW and AABW in present-day and glacial simulations of CCBBlUggested that the shoaling of the NADW cell in the
glacial simulation was caused by changes in the SoutherarOaline density flux and not by changes in the North Atlantic
density flux (Shin et al., 2003). The changes in the Southex®a® haline density flux were attributed to the expansion of
Antarctic sea ice and brine release (see also Ferrari &l4). Simulations with a regional ocean model coupled t@en
shelf-cavity model, on the other hand, suggested that tbéngpof NADW is the driver of the salinity increase of AABW
(Miller et al., 2012; Adkins, 2013). Colder NADW would dease the basal melting of the Antarctic ice sheet and thusaser
the salinity of AABW. Miller et al. (2012) stated that the ¢t of increased brine release due to ocean cooling wagjitdglas

it was compensated by decreased evaporation. It is, hoypwestionable whether the surface density flux in their erpents
was representative for glacial conditions, because thegl psesent-day forcing for the ocean model in all their expents
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and cooled the water column directly at the open boundafiggonodel domain. The changes of the haline density flux migh
therefore be underestimated in their experiments. Bedsi®deESM does not account for basal ice-sheet melt, the edluc
basal ice-sheet melting cannot be the driver in our simaati Our sensitivity experiments confirm that changes imtime
density flux of the Southern Ocean are the main driver of thieisaincrease of AABW and that brine release is a key factor
for the shoaling of the NADW cell.

LGM-149-L GM149 is the only experiment in which a shoaling of the NADW cell wiespect to the present-day state
occurs. Further cooling than that induced by the glacial Gid@centrations is needed to dominate the deepening effdat o
ice sheets. The shoaling takes place once the shelf-conwecintribution to AABW becomederminrantelevant In piCTL,
AABW is formed almost entirely through open-ocean conwettbecause the shelf waters are tegtfreshandtoo light
(Fig. 11). This may be the result of missing shelf dynamics in the madel the simplified representation of ice-sheet mass
loss. Therefore, the threshold beyond which changes irestopvection become relevant appears to be located at awoo lo
pCO2 in MPI-ESM. The location of the threshold might depend onvlag the ice-sheet runoff is treated in the model, because
this has a direct effect on the freshwater flux (E-P+R). In NEBIM, the P-E over glaciers directly enters the runoff anolis
into the ocean at the corresponding coastal grid point. fgdaces the density immediately at the coast due to theiaualit
freshwater input. The most realistic way to account for mass of the ice sheets would be to explicitly simulate theical
of ice bergs, which then melt at lower latitudes. A simpleyyahich does not require an explicit ice-berg model, coddd
put the ice-sheet runoff into the ocean at lower latitudesctmunt for the melting of the icebergs. Stossel et al. (R6hdwed
that the properties of present-day AABW improved if the ibeet runoff was distributed homogeneously over the Sonther
Ocean from the coast to 88 instead of being put directly into the coastal grid poifitdés might also be true for the properties
of glacial AABW.

In our experiments we study the sensitivity of the AMOC tdeatiént forcings in a setup with glacial ice sheets. It is, boer,
not a priori clear that the response to the different forsiagd in particular to the GHG reduction is independent ok#tap
of the reference state. The results of Oka et al. (2012) stidiegt the AMOC response to glacial cooling is quite sersitiv
to the applied wind stress and hence to the ice sheets. Alvieg the amount of cooling was needed to cross the thermal
threshold in their experiments with glacial wind stress @®pared to the experiments that used present-day wind {ses
their experiment series HT-CTL and HT-wind). In our LGM#n experiments we do not a find an abrupt change of the AMOC
state as Oka et al. (2012) did in their simulations. The AMQ@Crdase is rather gradual, at least within the studied rahge
GHG concentrations. The different response could be armtedfethe mixed boundary conditions in the stand-alone ocean
model used by Oka et al. (2012) because mixed boundary comsléire known to cause an AMOC and deep convection that
are overly sensitive to changes in forcing (e.g., Mikolagawand Maier-Reimer, 1994).

8 Conclusions

Based on our simulations with the coupled climate model [@BM, we conclude the following:
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1. The PMIP3 ice sheets induce a deepening of the NADW celbaridcrease in the overturning strength caused by wind
stress changes that favour NADW formation. The GHG reduadtiduces a shoaling of the NADW cell and a decrease

in the overturning strength.

2. The effect of the ice sheets and the GHG reduction comgeesah other in the deep ocean, so that no shoaling of the
5 boundary between NADW and AABW is simulated in the glacié&rence simulation LGMref.

3. Within the studieghC'O, range, there is no threshold beyond which an abrupt decfittee@verturning strength occurs

in the glacial setup. Instead, we find a gradual decline.

4. Brine rejection in the Southern Ocean is key to the shgalfrihe boundary between NADW and AABW. Shoaling sets
in only below an atmospherjpC' O, of 230 ppm, when Southern Ocean shelf water becomes denser than epan-o

10 convection water and contributes significantly to AABW fation.

5. The GHG concentrations needed to induce changes in thtae&auOcean shelf convection, which in turn result in a
shoaling of the NADW cell and a reversal of the north-soutlimgg gradient with respect to piCTL, are too low in
MPI-ESM. Therefore, the simulated state of the AMOC and thepdocean in LGM149 is closer to the reconstructed
glacial state than that in LGMref.
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Table 1. List of experiments and the respective forcing configureipC' O is given in ppmpN2O andpC H, in ppb. The length of the

simulations is given in years.

Experiment Orbit Ice sheets pCO2/pN-OIlpCH, Length  Other changes
piCTL Ok Ok 284/791/275 1700

pIHFORODIORB 21k 0Ok 284/791/275 3900
pIFORO-brinepiORB-brine 21k Ok 284/791/275 2200 Siice,50=20g kg
EGM-353L.GM353 21k 21k 353/1078/318 1400

LGM-2841GM284 21k 21k 284/791/275 2000

EGM-230L.GM230 21k 21k 230/548/236 1400

LGM-refLGMref 21k 21k 185/350/200 2300

EGM-H491 GM149 21k 21k 149/196/162 2800
LGM-ref-brineLGMref-brine 21k 21k 185/350/200 1400 Siice,50=20gkg ™"
LGM-149-brineLGM149-brine 21k 21k 149/196/162 1800  Suice,50=20gkg ™"

Table 2. Orbital parameters for present day (Ok) and LGM (21Kk).

Orbit  Eccentricity Perihelion  Obliquity

Ok 0.0167724 282.04 23.446
21k 0.018994 294.42 22.949
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