Response to reviewers: Quantification of the Greenlanie sheet
contribution to Last Interglacial sea-level rise

Firstly, many thanks to the editor for the handlinghig manuscript, and the two reviewers
Patrick Applegate and Alex Robinson, for their detailedstroictive comments and
suggestions on our paper: “Quantification of the Greenleendheet contribution to Last
Interglacial sea-level rise.” We have addressed ait tomments, and the following pages
detail our responses. Where significant modificatioisglitions are made to the text, line
numbers refer to the tracked changes version of tgeatimanuscript attached at the
bottom of this response.

The main changes made to the paper in response to thecspeniinents are as follows:

1) An enhanced discussion on the implications from nonlibcation of the climate
model.

2) An explanation of the statistical methodology usedi thie criteria of modern day ice
volume in calculating the skill-score.

3) A section has been inserted on the methods of spinningeupd-sheet model.

4) A discussion has now been included on the implicatdnsing the PDD scheme in
the ice sheet model.

5) An explanation of the climate-ice sheet model caouypinethodology chosen has been
included.

6) The layout of the paper has been modified and the nuaflfigures reduced by
combining various figures.

Response to comments by Reviewer 1, Patrick Applegate:

1) Climate model equilibration

“The authors use a 200-yr period to spin up their GCM. FeeH00 yr is based on orbital parameters, greenhosse ga
concentrations, and Greenland ice sheet topography appedprigihe preindustrial period (perhaps 1850). The second
century of each GCM run is based on conditions appropriatéfferent times during the Eemian warm period. My concern
about this spinup method stems from a recently-publishdgt etuGCM equilibration by Brandefelt and Otto-Bliesner
(2009, Equilibration and variability in a Last Glacial Aitaum climate simulation with CCSM3, Geophysical Research
Letters 36, L19712). These authors discovered that an afgagquilibrated Last Glacial Maximum simulation with the
AOGCM CCSM3 was actually far from equilibrium. Theisuéis suggest that about a thousand years of model ewaluati
was required to reach a "true" equilibrium. The long eopaition time was associated with the response tirtteeafnodel
ocean. The difference in Greenland summit temperaturegéethe apparently-equilibrated and fully-equilibrated model
states is 6-10 deg C. This earlier study suggests t@ttary of Eemian spinup might not be sufficient to aehegood
climate model state to feed into the ice sheet moddlttaat the temperature errors involved could be substadéalirally,
the Eemian is a lot closer to the present-day statettte Last Glacial Maximum, so the errors are likelge smaller than
those noted by Brandefelt and Otto-Bliesner (2009). Butnkttdme demonstration that the GCM runs really are
equilibrated, or that the errors associated with poaitikeation are likely small, is absolutely needed fae flaper. One

way of partly addressing this concern would be to adjust thexg-on Figure 3. This figure is clearly important, bedtus
shows the temperature trajectories of the GCM runs, Hoe#n't allow a reader to determine whether the runs have
properly equilibrated. A lack of equilibration would be indeghby a consistent, nonzero slope in global mean temperatur
near the end of the run. Please rescale all the y-axbatdbey conform more closely to the y-extent of thepenature
results in each panel. In column 1, | suggest using a y-efte2® to -20 deg C; in column 2, -22 to -17 degC; and in
column 3, -19 to -12 deg C. Also in Figure 3, fit a straigte through the temperature values for the last 30 yraf ea
climate model run (the part of the run that is actuadled for ice sheet model forcing). Plot these lines ofighee, and
report the slopes in a table (or on the figure). The asitftoould also look at the abyssal ocean temperaturetdrégscas

did Brandefelt and Otto-Bliesner (2009). Including these ti@ijies in Figure 3, in separate panels, would be most hélpful

We agree that 100 years is insufficient to fully spin-up theaupled atmosphere-ocean
system which takes on the order of >1000 years. However, thmslations show that
the multi-year model average trends in near-surface Greenlantemperature in
response to the changed orbits are close to equilibrium cqrared with the Greenland




temperature inter-annual variability. It is unlikely that for a 30 year average a best fit
line with a slope of zero will be achieved due to decadalnability. However, for
information we have included on Figure R1 the best-fit lies requested by the reviewer
for the final 30 years of the simulations with the gradient othe slopes also quoted. Note
the different y-axis scales.

A similar LIG simulation at 125ka using HadCM3 (see Lunt et al 2012, CPD) has been
run for 500 model years. Below Table R1 illustrates the neagurface Greenland
temperature for 30-year average time-slices throughout the 500 yesof the simulation.
There is no clear trend evident in average Greenland neausgface temperature

implying natural variability, and certainly not a 6 to 10°C difference seen by Brandefelt
& Otto-Bliesner (2009). Furthermore, in some respect usonfully equilibrated
climatologies is somewhat artificial since inherently th&lG climate was transient in
nature.

70-100 model 170-200 model | 270-300 model | 370-400 model | 470-500 years
years years years years
-20.55 -20.76 -20.26 -20.22 -20.0152

Table R1: 30-year averages of Greenland temperature taken at variogmints in a 500
model year HadCM3 125ka simulation.

However, we do acknowledge the uncertainties introduced e climate model spin-up

time in the text by including (page 11, line 337-342):

“The spin-up time in large-scale atmosphere-ocean modelsgsverned by the slow
processes in the deep ocean and is usually on the order e eral thousand years.
However, due to computational expense this is not easily aelable. As such the ocean
component of HadCM3 does not fully represent changes in oceaiiculation, but does
fully interact thermodynamically with the atmosphere in our modelling framework.”

We have altered the y-axis to conform more closely to the dafe24 to -12°C instead of -
26 t0 -10°C) on Figure 3 but wish to keep the same scale &l panels so it is possible to
see the relative difference in Greenland temperature Ibeeen different ice
configurations and time periods. We have also represented tlawerage temperature on
Figure 3 for the 30-year forcing used in Glimmer with a horibntal thick black line.
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Figure R1: Near-surface Greenland temperature time-sées for the three LIG snapshots with a
GrlS, partial GrlS and without a GrIS included. The first 100 years represent pre-industrial
greenhouse and orbital conditions. The last 100 years areet temperature response to changed
orbital parameters. The black line is the annual mearred line is the 10 year running average
and the blue line is the 10 year mean. The thick blaclnle represents the best fit line for the
final 30 years of the simulations. The gradient of the sl@pis also included.

2) Ice sheet model spinup

“Rogozhina et al. (2011), On the long-term memory of the Gamdrice Sheet, Journal of Geophysical Research 116,
F01011) have recently published a study on different waygiruhisg up ice sheet models. It is a bit difficult to essibl
from Rogozhina et al. (2011) what are "right" and "wrong" sM@yspin up ice sheet models, but Stone et al. shoul@prov
some discussion of the paper and its possible implicatioribdir own results. Figure 4 seems especially relexghts
context; here, Rogozhina et al. (2011) begin their simualatth an equilibration run under constant climate, thenyagpl
time-dependent forcing. This method is at least broadiitasi to that used in the present ms. One crucial diffarés that
Rogozhina et al. (2011) spin up to a glacial state, wh&teae et al. spin up using interglacial conditions. Fnoyrown
work, my sense is that ice sheet simulations tend to ogavather quickly during warm periods, regardless of Irstigte.”

We agree that more discussion on ice sheet spin-up is reqa and have inserted the
following text into the manuscript accordingly (page 12, lin€856-372). Note, that we
actually spin-up the ice sheet using a GCM derived climatogy representing 136ka.

“The correct method of reconstructing the initial state of he GrlS under past climate
forcings is unclear but two main methods have been adoptead previous studies: (1)
steady state simulations driven by present day or past climaticonditions (Ritz et al.



1997; Stone et al. 2010) and (2) transient simulations driven bylaeoclimatic
reconstructions (e.g. Applegate et al. 2012). Each method h&ésawn caveats which
have been investigated recently by Rogozhina et al. (2011). Foaewle, they show that
initialising from an ice-free state under glacial forcinggs not a good choice for ice sheet
simulations that start under colder-than-modern conditions.Because it is not practically
possible to spin-up an ensemble of coupled HadCM3 ice she®del configurations for
several glacial-interglacial cycles, we use an approach thatsasnes the ice sheet is in
equilibrium at the start of the transient ice sheet modesimulations. We adopt a similar
methodology to Rogozhina et al. (2011) by initialising from a moder@rIS spun-up

with a constant glacial climate forcing from HadCM3 then apiy a time-dependent
forcing into the interglacial period. We do not use palaeoclitic reconstructions to
obtain an initial state for the GrlS because prior to theonset of the LIG processes
occurring in deeper parts of ice cores makes them sombat unreliable and extending
beyond the LIG is, therefore, unrealistic (Grootes et al 1993; Johnsen et al., 1997).”

3) Statistical methods, bias, and overconfidence

“This study has the laudable goal of making probabilisticeges of Greenland contributions to Eemian sea leveigeha
Many probabilistic estimates, of any quantity, neglect ingw factors that make the inferred pdf too narrowt (i
overconfident) and shift it to one side relative to thee't answer (bias). This study likely has similar problefe ms
needs a fuller accounting of sources of bias and overcoekda the results, particularly in the abstract, but alsbe
discussion. Here are some potential sources of bias andaintgein the results.

— Eemian summer temperatures from the GCM. If I'm reagl@agion 4 correctly, the simulated Greenland surface
temperatures are about 1.5 deg C too cool. In that ttessimulated Greenland contributions will be biased toveard
small values.”

This is not the case because we use an anomaly coupling method include changes in
topographic height in response to changing temperatures. Themperatures quoted in
this section refer to those from the GCM simulations whre a modern day fixed GrlS is
included in the climate model (i.e. not reduced in s&. This temperature underestimate
compared with palaeo-data indicates that to improve the matchetween model and
data a smaller GrIS is needed. The positive temperaturelevation feedback mechanism
can partially compensate for the mismatch. Because we useomalies the temperature
change from the GCM used to force the model occurs becausf the insolation change
during the LIG. The ice-sheet model then responds tdiis with the elevation changing
accordingly and as a result the surface temperature over thiee sheet changes due to
the lapse rate correction. To improve on this further thecoupling methodology
developed also allows the temperature-albedo feedback in respse to a melting ice-
sheet to be taken into account. You will see that that ¢ure 7 shows a better match
between modelled temperature and data when ice-sheetartges are taken into account.

The text has been modified to make it clearer that it ithe temperatures from the GCM
simulation with a modern GrlS included that are comparedwith data (page 15, line
442-443):

“The GCM simulated annual average global temperature anomaly at 130 k@with a
modern day fixed GrlIS included..”

This coupling methodology ensures that the simulated Gretand ice sheets are, therefore, not
biased toward too-small contributions to LIG sea-level beause the GCM temperatures are too
cool when a modern day ice-sheet is fixed in the climamodel.

“— The model is naturally imperfect, leading to structurakeutainty. Stone et al. (2012) acknowledge some of these
problems very briefly, especially in the discussion. Orssibty serious problem is related to a lack of bagdihgl in the
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ice sheet model. In a previous paper with some of the aathers (Stone et al., 2010, The Cryosphere), the ice whset
"glued" to its bed. The authors don’'t mention basal slidirthérpresent paper, making it hard to determine whetter thi
ensemble has the same problem. If present, this flavend to lead to too-large ice volumes, and maybed:snaall
Eemian sea level rise contributions. Please acknowléddeadk of basal sliding, and the fact that other modelseofame
class do include this process, in the text.”

The reviewer is correct that we do not mention basal slidg. We have now included the
following (page 7, line 213-223):

“One limitation of the experiments presented here is tat they do not include the
process of basal sliding which has implications for the amouiof ice mass lost
dynamically. An increase in the ice velocity, by incorporatig the basal sliding velocity,
would result in more ice transferred from the accumulaton zone to the ablation zone
and, therefore, reduce the volume of the ice-sheet unde warm climate. Inclusion of
this missing process could lead to a smaller GrlS during thEemian. Indeed, the study
by Parizek and Alley (2004) showed an increase in GrlS sensity to various warming
scenarios due to surface meltwater lubrication of flow. Hoewver, previous studies
(Robinson et al. 2011; Ritz et al. 1997) have shown that although tekding coefficient
parameter affects GrlS geometry, it was less significantoonpared with other
parameters in determining the past evolution and presergeometry of the modelled
GriS.”

“— The use of root-mean-squared error on gridded moderhiateésses to evaluate the fidelity of model runs to the
modern ice sheet conditions (Eqn. 7) will cause bias andanfaence, because of spatially autocorrelated residuat®due
model structural error. Because of the lack of certaingases in the ice sheet model (e.g., ice streams$shdsay), the
differences between the observed and modeled ice thickmessfacent grid cells will be highly correlated with one
another. For example, the real ice sheet has one vggyitae stream, but the simulated ones won't, and thideesses

of grid cells over this ice stream will be consisteimil error. If this problem isn’t accounted for in the chaebjective
function, you effectively think you have more information tlyan have, and the results will be biased (wrong) and
overconfident (you'll be very sure about your wrong ansvevipuld suggest using an aggregate metric, like ice valtone
assess the match to the modern ice sheet.”

We have taken the reviewer’s points into considerationyomodifying Equation 1 such thatn=1,

X is the observed average ice thickness af@) is the average ensemble member ice thickness
over the whole ice-sheet. A plot has been included &igure 11 to show the probability density
functions that result using these two different methds of calculating the skill-score. As one can
see from Fig.11e this makes little difference to the ovalt result. We include a comment in the
discussion on sensitivities (page 23, line 697-699):

“In order to test the robustness of our skill-score on theesultant probability density
function we modified Eqg. 1 such thanh=1 and used only the average ice-thickness as our
metric. Figure 11e shows that this makes very little difience to the probability density
function.”

“— | don't fully understand how the information from the modesvolume is being taken into account. | think it would be
more standard to define some uncertainty about this maziekoiume estimate and use that to determine which runs are
most consistent with the modern ice volume, perhaps asimegmal distribution as a weighting function. What is the
absolute difference in volume between the estimated macervolume and the model realization that producesniadiest
ice sheet that is consistent with the Summit/NorthGRIfi&e ice presence constraint?”

We use the distribution of modern day ice volume to account fahe uncertainty caused
by over-predicting the ice-sheet size by adjusting the keel width. The kernel width is
varied in the probability density function construction sud that the modern-day
observation lies within 1, 1.5 and 2 standard deviations of theaan of the modern-day
ensemble (see Figure 9).

For information, the absolute difference in ice volume btween the estimated modern
ice volume and the model realisation that produces the sma#t ice sheet is 7.85883x°.0
km? (1.98 m) and can be seen in Figure 6b.
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4) Sea level fingerprinting studies

“The authors cite Bob Kopp's 2009 study that estimates Eese@fevel change. On p. 866, Kopp et al. write, "The
posterior distribution suggests a 95% probability that bottthidm Hemisphere ice sheets and Southern Hemisphere ice
sheets reached minima at which they were at least 2s5imsenaller than today, although not necessarily at the pamt

in time (Fig. 5, dotted line)." If applied to the presstutdy, this constraint would wipe out about two-thirds ofafleved
range of sea level rise contributions identified by Starad. @t minimum, this point needs to be mentioned in the
discussion, if the constraint is not actually included.”

We agree that if this constraint was applied to our study the it would alter our
distribution of acceptable ice sheets considerably. Althougle have included various
palaeo-data to constrain our simulations for the LIG we argue tat this is an
independent study and we compare our results with Kopptel. (2009) rather than
constrain them with this data. Otherwise we have few rests with which to make a
comparison.

We have included the Kopp reference in the discussion whe we state our GrIS sea-
level contribution results without this constraint are lowe than many previous
estimates (page 26, line 802).

We have also included in Section 4 an additional plot on Figurel showing the
probability density function that would result if we consdered only simulations with a
sea-level contribution greater than 2.5 m. The following textas been added (page 26,
line 804-808):

“According to the global sea-level estimate for the LIG daved by Kopp et al. (2009) the
distribution suggests a 95% probability that the GrlS reacheda minimum at which it
was at least 2.5 m of equivalent sea-level smaller than tod8y including this

constraint we show a shift in the probability density functon with a peak contribution
estimate of 3.2 m closer to the estimate of recent studigsg. 11f).”

5) Organization of the paper

“At present, the manuscript is divided into many secttbas mix methods and results. This organization makefidudi
to find crucial details. | would prefer to see the clagsdroduction-methods-results-discussion, with the methodsesults
sections each divided into ice sheet modeling, climate lingdand statistical methods subsections. As a side hethéfi
reorganization might help make the paper shorter. The nushfigures in the paper is very large; could the authors
consolidate some figures and cut others? Figures 8 arid Hhid 14; and 12 and 13 could be combined.”

We have reorganised the manuscript so that it is the moreaditional format of
Introduction-Methods-Results-Discussion by reducing th@umber of sections. We

outline the headings and sub-heading below:

1 Introduction

2 Model description and experimental design
2.1 The climate model
2.2 The ice sheet model
2.3 Experimental design and coupling methodology
2.3.1 LIG GCM simulations
2.3.2 Obtaining a 136ka GrIS
2.3.3 Coupling the climate and ice sheet models

3 Results
3.1The modelled climate of the LIG
3.2 GrIS contribution to the LIG highstand



3.2.1 Probabilistic assessment of GrlS contributioméoliG highstand
Probabilistic method
Probabilistic results and sensitivities

4 Discussion and conclusions

We have decided to keep the “Probabilistic Method” in Sectio® as some of the
decisions made are based on the results obtained with tloe sheet and climate models
and it would not be possible to report these results ithe earlier methods sections. We
have also consolidated the figures as suggested but do noslwio remove any as each
one is important and discussed in the text.

6) Comparison to other methods of ice sheet model forcing

“Many other studies have used simple pattern scaling of matienatology fields to estimate climate forcings fog past. |
would be very interested in the authors’ ideas on whatsewe should expect to see in Eemian simulations drivéceby
core forcings, instead of results from GCMs. Thiseamat could easily go into a subsection of the discussion.”

We agree that a comment could be included in the text thagflects the differences that
arise between simulations forced with ice core reconstations compared with results
from GCMs. This was actually discussed in a very recentgper by Born et al. (2012).
We insert the following text to discuss the differencesbserved between our results and
the previous methodologies citing Born et al. (2012) (page 25-26i775-795).

“We observe substantial retreat of the GrlS in the north whie the ice sheet remains
relatively stable in the south in contrast with many previoustudies using a different
forcing methodology (e.g. Cuffey & Marshall 2000; Tarasov & Peltie2003; Lhomme et
al. 2005) One fundamental difference between LIG ice sheederived using climate
forcings reconstructed from ice core records (e.g. Letguilly et al. 1991; Cuffey &
Marshall 2000; Lhomme et al. 2005) compared with a GCM is that th forcing fails to
capture changes in atmospheric circulation patterns, precigpation changes and the
heterogeneity of climate trends over Greenland. This faillg to capture these processes
is because the method uses the present day temperatuigtern which is perturbed by a
spatially homogenous anomaly of temperature derived from proxy datreconstructions
(e.g. the GRIP ice core record). Precipitation anomaliegre simply calculated using a
standard relationship where precipitation is a function of emperature. Our method is
similar to Born et al. (2012) who partly explain the preferental LIG warming and

melting of northern Greenland in their results (which we also observe), but absent from
most previous studies, as due to the impact of larger inggion changes in the north of
Greenland not adequately captured using the proxy reconstition forcing methods.
Further differences between our study and previous workriclude the bedrock
topography used (e.g. Cuffey & Marshall 2000; Otto-Bliesner et aP006), which has
been previously shown to considerably affect simulated preseday ice volume (Stone et
al. 2010), and the use of the PDD scheme compared with athwa which takes the
impact of insolation on melt into account such as that usedylRobinson et al. (2011 (see
discussion above).”

Detailed comments

Page 2:

“Lines 1-18: Remove all inline (parenthetical) refererfces the abstract.”
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Done.

“Lines 1-3: perhaps, "During the last interglacial period {136 thousand years ago, ka), Arctic climate was watinaer
today, and global mean sea level was likely >6 m higher."”

Done.

“Lines 4-6: perhaps, "However, there are large discrepaitide estimated contributions to this sea level chitnge
various sources (the Greenland and Antarctic ice staeismaller ice caps)."

Done.

“Line 9: what model(s) did you use?”
The text has been changed to include the climate and iskeet model names (Glimmer
and HadCM3) (page 2, line 43-44).

“Here, we determine probabilistically the likely contribution of Greenland ice sheet
melt to Last Interglacial sea-level rise, taking into accounice sheet model parametric
model uncertainty, by performing an ensemble of 500 Glimmeice sheet model
simulations forced with climatologies from the climate rodel HadCM3, and
constrained by palaeo-data.”

“Line 11: what is meant by "model uncertainty?" do you meaanpetric uncertainty (as in Stone et al., 2010, The
Cryosphere), model structural uncertainty (differences ammugls or between models and the real world), stochasti
uncertainty in the climate model, or all three?”

This has now been explicitly defined to refer tace sheet modgbarametric uncertainty.
For information, in order to assess the sensitivity of iceheet model results to the
climate model used we compared offline forcing of the ecsheet model with two
different 125ka model climatologies (HadCM3 used here and tHeCSM3 model). This
comparison showed that, compared with the sensitivity to iernal parameters (given in
Table 1 and outlined in Stone et al. (2010)), the GrIS evolain is insensitive to the
climate model used.

“Lines 9-14: change to, "Here, we perform an ensembtedetermine the likely contribution... Our results sugge30%
probability that this contribution exceeded 3.5 msle..."”

This text has been modified as suggested.

“Lines 9-14: your probabilistic estimates are likely toowerconfident and/or biased for one reason or another; aneantiy
important sources of uncertainty or bias that you negldies”

We have inserted the following sentence into the abstrafpage 2, line 55-57):

“Future work should assess additional uncertainty due to iolusion of basal sliding, the
direct effect of insolation on surface melt, and the climte model used.”

“Line 14: can you say something about *why* your results aferéifit? Is it because you used a coupled climate-ice sheet
model, and other studies did not?”

We have expanded the following sentence to explain the malifference between this study and
previous ones (page 2, line 47-52):

“Our results suggest a 90% probability that Greenland ice meltontributed at least 0.6
m but less than 10% probability it exceeded 3.5 m, a value wdh is lower than several
recent estimatesvhich did not include a full general circulation climate mod#iat can
capture atmospheric circulation and precipitation changes in resperio changes in
insolation forcing.”



“Line 20: avoid the use of "since" to mean "because,ale "since" also means "after" and is sometimes ambiguous
This word has been changed to “because”.

Page 3:

Line 9: the word "this" should always be followed by a denbun; perhaps "this estimated temperature increase"
This text has been modified with the suggestion by theviwer.

Line 14: should mention which of the Greenland ice cores ¢oRtnian ice and which do not (see Alley et al., Quatgrnar
Science Reviews, 2010)

The text has been expanded to include the following (pageline 82-93):

“On Greenland itself, ice core measurements from the Sumit region (NorthGRIP,
GRIP and GISP2 ice cores) indicate ice was present dugrthe LIG (Chappellaz et al.,
1997; NorthGRIP, 2004; Suwa et al., 2006), with the surface elevatiom more than a
few hundred metres lower than present day based on thet&d gas content of the ice
(Raynaud et al., 1997). In addition, basal ice from the northwésn ice core, Camp
Century, has been proposed to be of LIG age and ice frothe bottom section of a core
from the Renland peninsula in eastern Greenland is dateolder than 130ka (Johnsen et
al., 2001) although there is uncertainty in the dating of thestwo ice cores (Alley et al.,
2010). New results from the NEEM ice core project may indate whether or not basal
ice in this location is of LIG age. The dating of basal icat Dye-3 in southern
Greenland, however, remains highly uncertain (Koerner and FKcher, 2002;

NorthGRIP, 2004).”

“Line 18-24: based on your abstract, comparison to previousstisda crucial aspect of your work — please make this a
separate paragraph and expand, explaining that some studissaight" ice sheet modeling studies (Letreguilly et al.

1991; Ritz et al., 1997; Cuffey and Marshall, 2000; Huybrechts, 260®)s are constrained by additional data (Tarasov
and Peltier, 2003; Lhomme et al., 2005), and others are cotlpterde-ice sheet modeling studies (you cover this point)”

The text has been changed to reflect this (page 3-4, 1i86-103):

“Estimates of the Greenland ice sheet (GrlS) contributiorto sea-level rise during the
LIG range from 0.4 to 5.5 m based on a wide range of modelling teaciques. These
include palaeothermometry from ice cores coupled with tarmo-dynamical ice sheet
models (Huybrechts, 2002; Letréguilly et al., 1991; Ritz et al1997; Cuffey and
Marshall, 2000; Tarasov and Peltier, 2003; Lhomme et al., 2005; Grev2005) with
similar studies also constraining their results by matcimg model predicted isotopic
stratigraphy from ice cores with data (Tarasov and Peltier, 2003_.homme et al., 2005).
Another method uses coupled climate-ice sheet models ofyiag complexity (Robinson
et al., 2011; Fyke et al., 2011; Otto-Bliesner et al., 2006) to gdret LIG Greenland ice-
sheet geometry and sea-level contribution.”

“Line 18-24: also mention the 2.5 m lower bound constraint fopp et al. (2009), which is independent of ice sheet
modeling.”

Please see our response to this comment above.

“Line 25-29: this sentence is extremely long; please btéatoiseveral sentences. Also provide some more sléigiik:
briefly describe why you chose this approach and what youdhtodearn from applying it.”

We have now expanded this paragraph and broken it down into tweentences (page 4,
line 105-112):

“Here we assess the contribution of Greenland ice loss toodlal sea-level rise, derived
from simulations of the LIG global climate and evolution of theGrIS from 130 to 120
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ka using the general circulation model (GCM) HadCM3 ‘coupledto the ice sheet model
Glimmer. We use an efficient offline coupling methodology to aount for ice sheet-
climate interactions (DeConto and Pollard, 2003)and estimate tlrange in GrlS
contribution to LIG sea-level change by considering ice shemodel uncertainty in

order to better understand the GrlIS response under a waner than present climate,
critical for the assessment of future climate change.”

Under the methods section we have included an introductomyaragraph which gives
reasons for the methodological approach undertaken (see text the reviewer’s
comment concerning this below).

“Line 29: "ice sheet climate interactions" should prob&gyhyphenated: "ice sheet-climate interactions™
This has been changed.

Page 4.

“Section 2, 3...: please subsume the relevant sectitma iMethods section, and lead this Methods section viitlef
description of the relevant methods and how they help yoe solwr problem”

Please see our response to the reviewer's comment abous tirganisation of the paper
above. Sections 2 and 3 have now been combined. We have also tedahe following
text at the beginning of the methods section for clarity (@ge 4, line 115-125):

“Here we outline the models used to estimate the GrlS carbution to LIG sea-level
change. Due to computational expense we have developed a mettmdseudo-couple
our climate model to an ice-sheet model which takes into amant the effect of the albedo
feedback mechanism without the need to run fully couple@wo-way) climate-ice sheet
simulations. We begin by describing the climate and icéneet models followed by a
detailed description of the experimental design and thisoupling methodology. An
ensemble is performed to take into account parametric uncginty in the ice sheet
model in order to estimate a range in GrlS contribution to LIG sea-level. We use
palaeo-data in order to disregard simulations which do not satfy these robust palaeo-
data ice-sheet constraints (see Sect. 3.2). Finally, frahe ensemble a probability
density distribution of maximum sea-level contribution fromthe GrIS to LIG sea-level
rise is constructed (see Sect. 3.2.1 for details of theopabilistic method).”

“Section 2.1: this section is made up of two very long graghs; please break them up and organize according to topic
sentences that contain the most important points
— areader should be able to glean all the important gasttfrom reading the first sentence of each paragraph”

We hope that the reviewer will now find this section clear as we have reduced the text
accordingly with the first sentence describing the maireatures of the model
components (see text below).

“Section 2.1: much of this detail seems unnecessary; casiyqly indicate how the model is different from earlieda
later versions of the same model and provide a reference?

We have substantially reduced the text describing the cliate model with the first
paragraph referring to basic details of the atmosphere and lashsurface modules. The
second paragraph describes briefly the ocean model and sea-imodel components. All
include relevant references if the reader wishes to loakt further details (page 5-6, line
126-169).

“The GCM simulations described in this paper are carriedout using the UK Met Office
coupled atmosphere-ocean GCM, HadCM3, version 4.5 (Gordon et @2000), which has
been used in the third and fourth IPCC assessment repis. The atmosphere component
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of HadCM3 is a global grid-point hydrostatic primitive equation model, with a

horizontal grid-spacing of 2.5%latitude) by 3.75° (longitude) and 19 levels in the vertical
with a time step of 30 minutes. The performance of the atosphere component has been
shown to agree well with observations (Pope et al., 2000). The dasurface scheme
(MOSES 2.1) includes representation of the freezing andetting of soil moisture and

the formulation of evaporation. Within this land surface schere ice sheets are
prescribed and are fixed.

The resolution of the ocean model is 1.25° by 1.25° with 20dés in the vertical. The
ocean model uses the mixing scheme of Gent and McWillian(ts990) with no explicit
horizontal tracer diffusion. The sea-ice model uses a simgpthermodynamic scheme and
contains parameterisations of ice concentration (Hibler, 1979) anide drift and leads
(Cattle and Crossley, 1995). In simulations of the present-dajirnate, the ocean model
has been shown to simulate sea surface temperatures in gamgteement with modern
observations, without the need for flux corrections (Gregor and Mitchell, 1997).”

Page 5:

“Section 2.2: for a reader who is not familiar with sfeeet models, this description might be a bit too techriaalyou
reconfigure this text with a non-ice sheet modeller in mimdefer to general texts on/introductions to ice shexteling?”

We have simplified this section and explained briefly whathe Shallow Ice
Approximation (SIA) approach is including a discussion on tke merits/disadvantages of
the SIA (see below). We have also clarified what we mean the isostatic response of
the lithosphere. We feel the discussion on the PDD sche is understandable so
remains.

“A higher-order ice sheet modeler (I am not one) would prghiabist on a boilerplate description of the disadvargage
shallow-ice approximation models here. For their beraiild you include some text on this issue here? Some explanati
of why shallow-ice models are still useful would alstph€learly, one cannot run a full-Stokes model 500 times ov
thousands of years”

We have addressed this comment by including the following (padg line 177-185):

“The principle advantage of using the SIA for modelling the GIS on palaeo-timescales
is that it is computationally cheap allowing large multi-millennial ensembles to be easily
performed. Although the method is accurate for the intaor of a large ice sheet such as
Greenland this is not the case at the margins where streanof fast flowing ice and
coupling to ice shelves complicate the ice dynamics suchatlihe SIA is unable to
capture the observed changes in ice sheet geometry and velpatcurring on short
timescales. The lack of higher order physics has resedl in the majority of ice sheet
models overestimating the present day ice sheet volume andeak (e.g. Ritz et al. 1997,
Stone et al. 2010; Greve et al. 2011; Robinson et al. 2011).”

“In Stone et al. (2010), the ice sheet model did not includal lstiding; is this process represented in the modebvers

used here? (The string "basal sliding" doesn’t seem émp&here in the paper.)”
Please see our response to the reviewer's comment aboutddadiding above.

Page 6:

“line 25: again, follow "these" with a specific noun”
The word “parameter” has been inserted.
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“lines 27 and ff, "Here we generate...:" please moigekity methodological detail to the first sentence pdi@graph; also,
this information seems much more likely to be unfamiliea teader than how a climate or ice sheet model workeould
suggest deemphasizing sections 2.1 and 2.2 in favor aflprgymore detail here”

We disagree that this should be moved. We think it is impoant to explain first why
and what we want to sample then explain what we did rathethan the other way
around.

We have, however, included more discussion on the methodlaftin Hypercube
Sampling (page 8, line 239-246):.

“Here we generate an ensemble of 500 simulations using the stital method of Latin
Hypercube Sampling (LHS) in order to efficiently sample tle five dimensional
parameter space. This method generates a distribution of glisible parameter sets
within a prescribed set of ranges (McKay et al., 1979) by usj a stratified-random
procedure where values are sampled from the prescribedistribution of each variable
and paired randomly with the other variables assuming that therariables are
independent of one another (which is the case here). @iL.HS distribution is given in
Fig. 1. For more details on parameter choices refer to Storet al. (2010).”

Page 7:

“line 4:"130, 125, and 120 ka:" as you point out in the abstteeE&émian lasted until about 115 ka; why did you choose
not to do a set of runs at 115 ka? | don't insist that yathelge runs, but some explanation of this choice would péuhgl

These time slices were chosen because they cover tharigrof peak interglacial
warmth, and sea-level highstand during the LIG. A sentenchas now been inserted to
reflect this (page 9, line 262-263):

“These time slices were chosen because they cover theemal of peak LIG warmth as
well as the maximum sea-level highstand (Kopp et al., 2009; Redt al., 1999; Lisiecki
and Raymo, 2005).”

“lines 13-14: see comments on climate model spinup above pAfametric uncertainty in the GCM considered, orthias
source of uncertainty only treated in the ice sheet model?”

Only parametric uncertainty in the ice-sheet model was caidered. To run a large
ensemble of HadCM3 simulations would be very computationally exgmsive. However,
we note that this is a major area of uncertainty which is @gcussed in Section 4,
paragraph 2, and should be addressed in future work.

line 19, "this:" "this procedure"
Done.

Page 8:

“19, what does "perihelion 2.6 (day of the year)" mean? thiephrase indicate that the perihelion is 2.6* the Jul&a?”
This has been reworded. This phrase refers to the fathat perihelion occurs on day 2.6
of the year.

19, "range of climate:" perhaps "range of climate stgte&sing a word here?)
We agree and the word “states” has been inserted.
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Page 9:

“11-20: parts of this paragraph about isostatic rebound seenderduith material on pp. 7 and 8; consider
combining/rewriting”

We agree that there is repetition and as a result lines 329-33ave been removed on
page 11.

“21: "appropriated:" delete the "d"
Done.

Page 10:

21 and following: because this material explains *why* the G@Mikations were done in the way you describe, it should
probably be moved to the beginning of this section

We agree and this text has been to the beginning of Sectidr3.

Page 12
20-24: if your simulated summer temperature anomaletoarsmall, won'’t that make your estimated GIS
contributions to Eemian sea level change also tool2mal

Please see our response to the reviewer's comment witigard to this point under the
response to statistical methods section above.

Page 15:

“1-15: | looked for an answer to this question in the tieut,did not find it easily. Where do your modern simulatome
from? Did you run the simulations to equilibrium under aemo climatology, as in Stone et al. (2010)? Are the nmoder
simulated ice volumes shown somewhere in the paper?dlin@es in Stone et al. (2010) were all bigger than tte™'re

volume, if | remember correctly.”

The modern simulations are similar to those in Stone et a]2010) but an ensemble of
500 is generated (rather than 250) and the climate coupling metholdgy developed here
is also used to be consistent with the LIG simulationsThe simulations are run to
equilibrium where the vast majority are very close to or largerthan the “real” volume.
They are shown on Figure 6a and b on the righthand axis so thtte evolution of the

LIG simulations can be directly compared with their “modem” simulated volume. We
have now also included the spin-up of the modern simulatioran Figure 6a.

We have included the following text on page 17, line 506-506:
“Figure 6a shows the evolution of absolute ice volume throughoulhé 16,000 year ice
sheet simulations. Also shown is the spin-up for the modern day GrIS for eaclsemble

member and subsequent spin-up using the 136ka climatology to give arogppation of
the initial GrIS state at 136ka.

Page 16:
“17: "Probabilisitc" is misspelled”

Corrected.

Page 22:

“24: Colville et al. (2011, Science) inferred contribatas low as 1.6 m”
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The text has been modified as follows and includes a re&rce to the Colville study
(page 26-27, line 800-804).

“However, it is very likely that the GrIS contributed between 0.3 and 3.6 m to LIG sea-
level rise, lower than the range of many recent estimates &f7 to 4.5 m (Tarasov and
Peltier, 2003; Robinson et al., 2011; Cuffey and Marshall, 2000; Kopgt al., 2009)ut
similar to the lower bound of Robinson et al. (2011) and thaeneate of 1.6 m from Colville
et al. (2011)

Figures

“For each figure, please include one sentence at the ¢hd oéption that tells a reader what they should take framy
the figure.”

We have not included these extra sentences because thiaot standard procedure for
Climate of the Past and we feel that the figure captions satactorily explain what the
figures represent.

“Figure 1: | think this figure is a bit uninformative -shows that the points are distributed through the five-diinaal
space, but | can't easily see if there are any gap®ihatin hypercube (which can occur, depending on the number of
points). Please replot as 10 different x-y plots, sintdaFigure 1 of Applegate et al. (2012).”

We have removed Figure 1 in its current form and replaced iin the format suggested.
We have also highlighted those experiments which are accepted the LIG in red.

“Figure 3: see comments above.”
See our response to the reviewer's comments above.

“Figure 5: Please show these results as a scatterfistimated LIG Arctic summer temperatures from palata on the x-
axis vs. your model-inferred temperatures on the y-axis. Stmmthe 1:1 line; if the points lie close to this litnen the
model is behaving well relative to the data.”

Since this new figure represents schematically what is Table 3 we have included it in
Supplementary Information and included the following in the text (page 15, line 449-450):

“Overall, the agreement is goodvith 65% of the data points coinciding (within the
uncertainty) with the 1:1 line on Fig. S1”

“Figure 6: please stack the three panels one on top of amottienake them wider; also scale the y-axes to be contsiste
with the data. The skill-score color scale probably onlyla¢e be shown once.”

We have stacked the three panels, one on top of the other aggested, and made them
wider. The y-axis on Fig.6b and ¢ has been scaled consistaiith the data. We prefer to
keep the skill-score colour on Fig.6b and Fig 6¢ since oshows absolute ice volume and
the other relative change in sea-level and it makes it clearto see the best performing
experiments for the two different metrics.

“Please show a histogram of the spinup ice volumes, initls indicating the modern ice volume and ensemble mean.”
This clearly seen in Figure 9 (grey line) and shows theakmodern ice volume (now
represented by a red line) as well as the ensemble mean.

“In this figure, time runs from right to left, which isrgonsistent with Figure 3. Please make the time valudseox-axis
negative and switch the x-axes from left to right. Thisitching" should also be done for the other figures witteti
dimensions.”

There is no set convention yet in palaeoclimatology in terms which way the axes run
for time. As a result we wish to keep ours in the conméion shown. Also the axis title
says ka which denotes thousands of years ago. Therefore, makthg numbers negative
is redundant and may also clutter the figure. As for Figure3 this is model time rather
than actual time so we feel it is justified to keep thaxis running from 0 to 200.
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“Please show the ice volume trajectories during the-gpiperiod in all the panels. Compressing them so that they don't
take up the whole x extent of each panel is OK.”

We have included the spin-up on Figure 6a (see comments abolbej do not think it is
necessary on Figure 6b. In order to compare the simulatedadern day ice volume with
the LIG ice volume trajectories we wish to keep Figure 6ln the form currently shown.
Note on Figure 6a we have inserted a red dashed line whickparates spin-up initially
with a modern day climate followed by spin-up with a 136ka ahate. The caption has
been modified to reflect this.

“Figure 9: Please show another panel which is the samesdigtivie, but including only the runs shown in black on Figure
6."

We do not feel this is necessary because it does not ahy significant information that is not
already displayed in Figure 6a. For example, it is cleahat those ensemble members that are
acceptable for the LIG tend to have the higher simulatd modern ice sheet volumes than those
rejected when compared with the observation.

“The small star is hard to see, and may be even Isidevdn the final typeset manuscript. Please replacstthisvith a
vertical red line.”

We have removed the red star and replaced it with a vertad red line.

Response to comments by Reviewer 2, Alex Robinson:

1. GCM Climatic forcing

“Overall, by interpolating between different time si@nd topographies, the approach for producing more reaiisisidnt
climates for the ice sheet is clever. However, Inminso convinced by the use of the “cl_pice” (partially pdIstate. In the
discussion, the authors mention also running simulations thainberpolate between ice-free and ice-covered statds, an
producing similar results. To me, this seems like a battgrcleaner approach, since it could be argued that thedrelib
is now would impose a deglaciation pattern similar to dfi#the future warming scenarios of Stone et al. (204iehough

not a requirement, | would suggest using the alternativelations instead (only interpolating between ice-freciemd
covered states).”

We originally submitted this article to another journal where one reviewer suggested
that we change our methodology from interpolating between anéscovered and ice-free
state to one where an intermediate ice sheet was also udgd. We agreed with this
suggestion for the following reasons. It was argued that inlgmenting no Greenland ice
at all in the GCM was overly extreme because all the accegat runs simulated GrIS
retreats which did not go beyond that shown in Figure 8b . fiey suggested it would be
better to include an ice sheet in the GCM that lookedimilar to that in Figure 8b
(approximately half the ice volume of the modern day ice sheeh the coupling
methodology, a suggestion with which we agreed. Furthermorehis would considerably
reduce spurious weighting for intermediate-sized ice-sle¢s, whose orographic
precipitation on their flanks cannot be captured by a linearweighting of those for full
ice and no ice.

It is true that by using an ice sheet geometry from a futue warming experiment
described in Stone et al. (2010) that it could impose a dagiation pattern similar to

that of future warming. However, the ice sheet pattern absen is similar to that derived
for the LIG using the coupling methodology with only two GrlSstates. We also wanted
to choose an ice sheet geometry that was independent of tH&Llcoupling methodology
to ensure no bias was introduced. Furthermore, the cliate parameters imposed in the
GCM with this partial ice-sheet are still consistent wih a LIG climate not a future
climate. As such for these reasons we prefer to keep theupling methodology and
results as described in the current manuscript.

15



For information, we found by modifying the coupling methodobgy 97 more simulations
were inconsistent with the LIG palaeo-data but that the ovell probability density
function was not greatly changed and the maximum predicted adevel contribution
range only slightly reduced. We have now included this inforition in a
Supplementary Figure (Fig. S3).

2. PDD

“The authors, while aware of the issues of using PDDrfgrduring the Eemian, justify its use here with the foilg
sentence: “However, although the mass balance scheme ubedsitudy does not take into account directly the radiative
forcing, it does indirectly because the GCM sees therfatllation change, which then modifies the seasonality of the
surface temperature which drives the PDD scheme.”

Unfortunately, this justification is incorrect. For examps stated by van de Berg et al. (2011), “Our semgitivi
experiments show that only about 55% of this change in surfasebakance can be attributed to higher ambient
temperatures, with the remaining 45% caused by highdatiwoand associated nonlinear feedbacks”. Through sensitivity
analyses, they show that “the PDD method significantly ustierates melt for the experiments with Eemian insolation
conditions”. Thus, although the GCM climate shows higher terpesaor different seasonality, the PDD melt scheme as
applied still cannot account for a fundamentally differenb fa¢tween the absorption of shortwave and longwavetiamia

In principle, this could perhaps still be done using the PDiadeby increasing the PDD factors as a function of the
insolation anomaly. At a minimum, | think this point ne&albe discussed in more detail. However, | would alsmgty
recommend that the authors consider if their method coultifr®ved somewhat to account for the insolation change. In
principle, the suggestion above would only require rerunningather short Eemian simulations, which should certainly be
computationally feasible.”

We agree that our justification is incorrect and thank the reriewer for clarifying this
section. As a result we have now changed the text tolesft the problems with using the
PDD scheme for the LIG. Although it is beyond the scopef this paper to modify the
PDD scheme we have also indicated that future improvementsuld include the PDD
factors as a function of insolation anomaly (page 24, line 728-741).

“Thirdly, the PDD scheme used in calculating the surfacenass balance, although
efficient, as it only needs temperature as an input and deeot require the use of
regional climate models, has been shown by van de Berg et@011) to significantly
underestimate melt for simulations which include LIG nsolation forcing compared with
an approach which takes insolation and albedo explicitly into aczint (Robinson et al.,
2010). Van de Berg et al. (2011) show that surface melt is att not only by higher
ambient temperatures but also directly through stronger sumrartime insolation and
associated non-linear feedbacks (melting snow absorbs twiae much solar radiation as
dry snow). Temperature-melt relationships assume a fixed lation between near-
surface air temperature and melt-rate but this relation isalso dependent on insolation
and, therefore, changes in orbital forcing parameters and th latitude. In essence, the
PDD scheme fails to capture north-south melt gradients dvien by insolation gradients.
As a result, inclusion of this process could melt the @3 further back during the LIG.
Future improvements to the PDD scheme could be to use PDactors which are
function of insolation change.”

3. Model skill score

“The following statement is very problematic for me &ighlights a larger issue with the manuscript: “Our esténis more
reliable because it derives from a full probabilisticlgsia, taking into account ice sheet model and data unagewl’ The
probabilistic methods applied here certainly improve tterpmetation of the modeling results and provide more infooma
than only performing one simulation, for example. Howetrer skill score that has been applied is based only on
consideration of how well the model reproduces the presgrdisigibution of ice. This is a rather dubious criterion,
however, especially given that the shallow-ice approxonate sheet model is unable to account for fast flow and
consistently produces too large ice sheets for the grdagnFigure 9 should already serve as a warning ingbjgect,
since the entire range of simulated ice volumes areaielle that of the data. Using ice volume as the seleaive
criterion thus gives higher skill to model versions thaly compensate for this lack of physics with higher meties,
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which doesn’t necessarily make these model versions realistic and could dramatically impact the pattern ofass
simulated during the Eemian. | would therefore stronghe uhe authors to consider additional criteria in theseasment of
the performance of the different model versions”

We agree that Figure 9 shows that the majority of the modern day K& volumes are
above the modern day observed value, likely due to the inabyitof the model physics to
capture fast flow processes. However, for a number of reasong feel our approach is
justified.

Firstly, we do not only use the simulated modern day GrISkdll-score to constrain the
LIG probability density function of maximum sea-level contribution but also include
LIG palaeo-data constraints. We agree that those simulations wWithigher skill likely
have model versions that compensate for the lack of higher ced physics and have
associated higher melt rates making them unrealistic. Hower, our ensemble shows
that those simulations with ice volumes closest to the reablume (Fig 6a) indeed melt
away during the LIG due to unrealistic high melt rates andtherefore, are rejected.
This can also be observed in the new version of Figure 1 whdhe accepted LIG
simulations all fall within the region of smaller PDD icevalues within the LHS
(coloured red). As a result the accepted LIG simulationare the best possible
simulations from our ensemble (with the shallow ice apprarmation model used) that
are consistent with the LIG and modern day. Note also thatie simulations which are
accepted have relatively similar skill-scores compared witkthose that are rejected and,
therefore, the skill does not have as large an effect on thipper tail of the sea-level
contribution as might be expected (see Figure 11 in thevised manuscript).

Secondly, in response to Reviewer 1 we also modified thellskcore formulation but
found that it did not make a notable difference to the resitant probability density
function.

Thirdly, as we mention in the discussion and conclusiorsection our over-prediction of
modern day ice-sheets is partly due to the observation only ilucling the contiguous ice-
sheet —a new dataset for Greenland is currently being proaed that separates the
contiguous ice-sheet from isolated ice caps but this istyet available for use. The
discrepancy is also due to uncertainties in the lack of dain physical processes. We do
not include basal sliding for instance, which would likel melt the ice-sheet back
further. See our response to Reviewer 1 regarding thi3Ne have now included a
sentence in the discussion to reflect this point (page dke 766-768):

“The omission of the basal sliding process may also result imslations being biased
toward higher values for modern day ice volume since it iskely this would result in the
ice sheet melting back further.”

Finally, we have now also included a comment about the uncarhties in the boundary
conditions used. Stone et al. (2010) showed that changing theddrock alone can make a
difference to ice volume by more than 14%.

Minor comments

“Abstract: Please consider rephrasing the term “coupletit# — ice sheet model simulations”, as | think tHig a
misleading. The simulations performed here do attemputdouat for potential coupling effects between the clifi@eM)
and the ice sheet and this should be acknowledged. But therteym “coupled” implies something more interactive.”
We agree that this is misleading and have changed the text teetfollowing (page 2, line

40-41):
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“...by performing an ensemble of 500 Glimmer ice sheet modsimulations forced with
climatologies from the climate model HadCM3...”

“Please move the description of the probabilistic metledtion 5.1.1) to an Appendix.

It is important to show the statistical methodology usatisbch a detailed description of arguably well-documented
statistical methods in the paper itself distracts froenrhain message of the paper.”

We wish to keep the probabilistic methods section whe it currently is. The reason for this is
because much of the method description contains tetttat refers to specific modifications we
have made to the Bayesian analysis e.g. the logistic functioh this were included in the
Appendix it may become very opaque to the reader, especiallvith regard to the discussion on
sensitivity to the various parameters included in the nthods.

“Page 2740, line 29: “The monthly average climate: THis wording is a bit unclear. By climate, | supposestnhors
mean temperature and precipitation fields? This might be cleady reformulated as “The monthly average variabfes
temperature and precipitation, here denoted as CL{Y);: :

We agree that this is not clear and the text has been chamb@age 13, line 401-402).

“Climate interpolation equations: The equations were sonteteand to follow because of the symbols used and thedmixe
sub/superscripts. For example, “CL" could be represented ooncisely by one letter, like “C”, and “vol” could Bé'.
Furthermore, | don't see the need to switch between lan@uppercase letters CL or cl, as they are the sarable. Also
note that right now, “ice” and “pice” appear as subscriptéva”, but superscripts for “cl”, which seems inconsrgte
Finally, instead of putting the time in subscripts for theMGdlimate fields, this could be in parentheses, likes(t) i
elsewhere. This would leave the only subscripts to be “Ip&e” and “0”, which are enough to indicate that theselaze t
GCM derived fields. These are only suggestions, but | thimlequations would be much easier to follow.”

We agree that the equations can be made easier to follow by teviewer’'s helpful
suggestion (see modified equations below).
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“Page 2751, line 25: In this context, the proper referencescoimg temperature-melt relationships and insolation is
Robinson et al., The Cryosphere, 2010.”

This is correct. Thank you for spotting this.

“Table 1: The units given for the PDD factors are ndrl HegC. Is this mm water
equivalent or mm ice? Please clarify.”
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This is mm water equivalent. The text has been modified

“Table 2: Perhaps it would be useful to add a column Wwigh65 N maximum summer insolation anomalies as well.”
We have now included the 65°N June maximum insolation anomalies Trable 2 for
reference.

“Table 3, caption: please change “brackets” to “pareptiés

Done.
“Figures: It seems that some of the figures concernatgsstal uncertainty could be condensed. Perhaps Fig. 1Bignit¥
could go together as four panels, which would also faeilitatir comparison. Fig. 12 and Fig. 13 could also be comhfine

We agree and have combined the figures as suggested. See egponse to Reviewer 1.

“It would also be very interesting to see the 2D climfiircing fields that were applied to the ice sheet dutirgeemian.
For example, for the highest skill score simulation,atild be informative to see the temperature (summer) and
precipitation anomalies applied at the time of the marintemperature anomaly and at the time of minimum ikene.”

We have now included the plots requested in Supplementainformation and have included the
following text (page 18, line 547-553):

“The associated precipitation and temperature forcings forhe simulation with the
highest skill-score, derived from HadCM3 according to theoupling methodology, are
shown in Figure S2 in Supplementary Information. The caseshere minimum ice
volume and maximum temperature anomaly are reached are given anlustrate the
latitudinal gradient in temperature from the enhanced insaétion forcing and the
change in topographic height in response to the warming.”
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Abstract

Fhe-Lastnterglactatieuring the Last Interglacial perio@130-115 thousand years ago)
was-a-time-when-thaArctic climate was warmer than todgynderson-et-al;2008aspar-et
al—2005 and global meansea-levelwas-extremelylikely—atleasprobably more thar®
meteres higher{Kepp-et-al;—2000 However, thereras large discrepancieseertaintyin
the estimatedrelative contributions to this sea-levehangeise from various sourcesthe

Greenland and Antarctic ice sheets and smallmﬂelds—(@ﬁe—&resna—e{—al—zg%

ak—2013). Here, we determine probabilistically the likely contribatof Greenland ice sheet

melt to Last Interglacial sea-level rise, taking iagrount ice sheet model parametric model

uncertainty, bBy performngig an ensemble of 50Glimmer ice sheet model simulations

forced with climatologies from the climate model KEAd3coupled—climate—ice—sheet

moedel-simulationsand constrained by palaeo- daWedetean&pFebabmweauy—me—erly

model-unhcertainty. Here-we-sho@ur results suggest 90% probability that Greenland ice
melt contributed at least 0.6 m but less than 10% protyaibiéxceeded 3.5 m, a value which
is lower than several recemstimates These previougCuffey-and-Marshal-2000-arasev

and-Peltier,2003-homme-et-al—2005Rebinson-et-al—203 stimates did not include a full

general circulation climate model that can capture spimeric circulation and precipitation

changes in response to changes in insolation farc@gr combined modelling and palaeo-

data approach suggests that the Greenland ice sheet setes#tsve to orbital forcing than
previously thought, and implicates Antarctic melt as progida substantial contribution to

Last Interglacial sea-level rise Future work should assess additional uncertainty due to

inclusion of basal sliding, the direct effect of insmlaton surface melt, and the climate

model used.

1 Introduction

Past time periods provide important case studies for ewadutite performance of Earth
system modelssincebecausemodel results can be compared with geological recotds.

particular, warm climates of the past are useful ay ttan also provide an analogue for
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possible future warming. The Last Intergédetion (LIG)-_provides such a case study as
globally averaged sea-level was thought to be severakesmbigher than today, and high
latitude temperatures warmer. Estimates of maximumlesed-increase, derived from
sedimentary deposits and coral sequences, typically rfroge4 to 6 m (Rostami et al.,
2000; Muhs et al., 2002). A recent sea-level data syntblesigs that sea-levelaslikely
exceededp-to 8 m higher than today with the highstand extremely likB526 probability)
greater than 6 m (Kopp et al., 2009), consistent withgissal ice on Earth during the LIG.
The likely contributors to the sea-level rise arela@sses from the Greenland and Antarctic
ice sheets along with high latitude Arctic icefields sashthose in the Canadian Arctic,

together with thermal expansion of sea-water.

Further evidence from proxy data located in the Arctic ancbfi@an regions suggests the
LIG climate featured temperatures, at least regionakyeral degrees warmer than today

(Kaspar et al., 2005; Anderson et al., 2006). Esismated temperature increassupported

by climate model simulations indicating sumnaérctic warmingwasf as much as 5°C
relative to modern, with the greatest warming over Harasnd in the Baffin
Island/Greenland region (Montoya et al., 2000; Kaspar .et28D5; Otto-Bliesner et al.,
2006). Palaeo pollen, macrofossil and soil records sugigestxpansion of boreal forests
northwards into areas now occupied by tundra in Russia;i&doed Alaska during peak LIG
warmth (Muhs et al.,, 2001; Kienast et al.,, 2008). Onefdend itself, ice core
measurements from the Summit regidlorthGRIP, GRIP and GISP2 ice cor@xjicate ice
was presentluring threughedtthe LIG (Chappellaz et al., 1997; NorthGRIP, 2004; Suwa et

al., 2006) with the surface elevation no more than a few heshanetres lower than present

day based on the total gas content of the ice (Raynaal, i997).In addition, basal ice

from the northwestern ice core, Camp Century, has pemosed to be of LIG age and ice

from the bottom section of a core from the Renland peatans eastern Greenland is dated

older than 130ka(Johnsen et al., 200Rithough there is uncertainty in the dating of these

two ice coregAlley et al., 2010) New results from the NEEM ice core project mayidate

whether or not basal ice in this location is of LIGea The dating of basal ice at Dye-3 in

southern Greenland, however, remains highhycertain (Koerner and Fischer, 2002;
NorthGRIP, 2004

Estimates of the Greenland ice sheet (GrlS) contohuto sea-level rise during the LIG

range from 0.4 to 5.5 m based aenwide range of modelling techniques. These include

3
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palaeothermometry from ice cores coupled with thermmadycal ice sheet models
(Letréguilly et al., 1991; Ritz et al.,, 1997; Cuffey and Btall, 2000; Huybrechts, 2002;

Greve, 2005)with similar methodological studies also constrainireirtfesults by matching

model-predicted isotopic stratigraphy from ice cores wdla (Tarasov and Peltier, 2003;

Lhomme et al., 20058nd Another method usesoupled climate-ice sheet models of varying
complexity (Otto-Bliesner et al., 2006; Fyke et al., 201&biRson et al., 2011; Born and

Nisancioglu, 2012)o predict LIG Greenland ice sheet geometry and seadewtlibution

Here we assess the contribution of Greenland icettogtobal sea-level rise, derived from
simulations of the LIG global climate and evolutidrtlee GrIS from 130 to 12Ra using the
general circulation model (GCM) HadCM8oupled to the ice sheet model Glimmexrser

the-Greenland-regioWe -useing an efficient offline coupling methodology to accoftottice
sheet-climate interactions (DeConto and Pollard, 20@8)d estimate the range in GrlIS

contribution to LIG sea-level change by consideringskheet model uncertainty in order to

better understand the GrIS response under a warmer thaaenprclimate- critical for the

assessment of future climate change

2 __Model description_and experimental design

Here we outline the models used to estimate the Gri8ilbation to LIG sea-level change.

Due to computational expense we have developed a methogudopsouple our climate

model to an ice sheet model which takes into accountffinet ef the albedo feedback

mechanism without the need to run fully coupled (two-vedimlate-ice sheet simulations.

We beqgin by describing the climate and ice sheet modédsvied by a detailed description

of the experimental design and this coupling methodoldayensemble is performed to take

into account parametric uncertainty in the ice sheatainia order to estimate a range in GrIS

contribution to LIG sea-level. We use palaeo-data inrdadisregard simulations which do

not satisfy these robust palaeo-data ice sheet conistfeee Sect. 3.2). Finally, from the

ensemble a probability density distribution of maximum-kesel contribution from the GrIS

to LIG sea-level rise is constructed (see Sect. 3a2.didtails of the probabilistic method).
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112.1 The climate model

The GCM simulations described in this paper are carriedusimg the UK Met Office
coupled atmosphere-ocean GCM, HadCM3, version 4.5 (Gartdaln, 2000)which has been

used in the third and fourth IPCC assessment repdhe atmosphere component of

HadCM3 is a global grid-point hydrostatic primitive equatiomdel, with a horizontal grid-
spacing of 2.5¢latitude) by 3.75° (longitude)?3-by-96-grid-peintsand 19 levels in the
vertical with a time step of 30 minutes. The performanfcth® atmosphere componeist
phad|
has been shown to agree well
with observations (Pope et al., 2000). The land surface scRIOSES 21) —whiech
includes representation of the freezing and melting ofreoikture and thésrmulation-of

evaporationprocess-nrcorperates—the—dependeneb stomatal resistance—on—temperature,
SABE R RosSnroand - GO pddibon L roale eubeed Tane covor cocstieily Within this land

surface scheme ice sheets are prescribed and are fixed.

The resolution of the ocean model is 1.25° by 1.25° witleagls in the vertical. The ocean

model uses the mixing scheme of Gent and McWilliams (1990) ma explicit horizontal

tracer diffusion-



160 itiesThe sea-ice

161 model uses a simple thermodynamic scheme and contairmangtarisations of ice
162 | concentration (Hibler, 1979) and ice drift and leads (€atld Crossley, 1995purface
163 i
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166

167 | iee—Forn simulations of the present-day climate, thecanmodel has been shown to

168  simulate sea surface temperatures in good agreemeninaitbrn observations, without the

169  need for flux corrections (Gregory and Mitchell, 1997).

170 | 222.2 The ice sheet model

171 | We also use the three dimensional thermomechanicahieet model Glimmer version 1.0.4

172 | (Payne, 1999; Rutt et al., 2009)hich is forced with monthly temperature and precipitatio
173 | from HadCM | } |
174 | (4999 TFhe horizontal resolution of the model is 20 km with 11 veitiayers. Theice

175 | dynamics are represented with the widely-used shallevapproximationSIA) approach

176 | which neglects longitudinal stresses in the ice sh&kis simplification is appropriate for ice

177 | masses that are thin compared with their horizontalntxtThe principle advantage of using

178 | the SIA for modelling the GrIS on palaeo-timescaleshat it is computationally cheap

179 | allowing large multi-millennial ensembles to be easilyfgrened. Although the method is

180 | accurate for the interior of a large ice sheet suckiEenland this is not the case at the

181 | margins where streams of fast flowing ice and couplingcéoshelves complicate the ice

182 | dynamics such that the SIA is unable to capture tineently observed changes in ice sheet

183 | geometry and velocity occurring on short timescal€he lack of higher order physics has

184 | resulted in the majority of ice sheet models ovearediing the present day ice sheet volume
185 | and extent (e.g. Ritz et al. 1997; Stone et al. 2010;e5eeal. 2011; Robinson et al. 2011).
186 ) . . . ) .
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The surface mass-balance is simulated using the positigeealeday (PDD) approach

described by Reeh (1991). The basis of the PDD method @&sthanption that the melt that
takes place at the surface of the ice sheet is piopaltto the time-integrated temperature
above freezmg point, known as the positive degree dﬁ%—me%heel—elesenbed—by—Reeh
r Thao we-PDD factors

are used, one each for snow and ice, to take accotn¢ dlifferent albedos and densities of

these materials. The use of PDD mass-balance modelgelisestablished in coupled
atmosphere-ice sheet palaeoclimate modelling studies (ide@mnd Pollard, 2003; Lunt et

al., 2008; Lunt et al., 2009)Limitations of using the PDD scheme are discusseddh 8e

-Glimmer also includes a representation of the isastasponse of the lithosphete a

change in ice mass. The response of the lithospidyieh is assumed to behave elastically,

based on thesostasymodel of Lambeck and Nakiboglu (1980).

The forcing data from HadCMS3 are transformed onto tee model grid using bilinear
interpolation, which ensures that precipitation is eovesd in the atmosphere-ice sheet

coupling. In the case of the surface air temperaturd, fieh spatially homogenousertical

lapse-rate correction is used to take account of tfiereince between the high-resolution
topography seen within Glimmer, and that represented withohOWI13. The use of a lapse-
rate correction to better represent the local tentperais established in previous work
(Pollard and Thompson, 1997; Vizcaino et al., 2008).

One limitation of the experiments presented hereds titey do not include the process of

basal sliding which has implications for the amounticef mass lost dynamically. An

increase in the ice velocity, by incorporating the basdihg velocity, would result in more

ice transferred from the accumulation zone to thetiabl@zone and, therefore, would likely

reduce the volume of the ice sheet under a warm clinhatkision of this missing process
could lead to a smaller GrIS during the LIG. Indeed, thdysby Parizek and Alle{2004)

showed an increase in GrIS sensitivity to various wagmnscenarios due to surface meltwater

lubrication of flow. However, previous studi@®itz et al., 1997: Robinson et al., 20hBve

shown that although the sliding coefficient parametdectd GrlS geometry, it is less

significant compared with other parameters in detemmirthe past evolution and present

geometry of the modelled GrlS.
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For the baseline climate to which the GCM temperatuck @mecipitation anomalies are
applied we use those described in Stone et al. (2010).€ehegetature climatologgre-is
derived from ERA-40 observations (Hanna et al., 2005) andpted®n also from ERA-40

reanalysis (Uppala et al., 2005)he-Glimmer—ice-sheetmodel-uses—a-singlevalue®r th

lapserate—correction—which—is—a—tuneable—parametdVe use the Greenland bedrock
topography of Bamber et al. (2001) on a 20 km resolution grid.

Several parameters in large-scale ice sheet modelkngtidirpoorly constrained, resulting in
highly variable ice sheet volume and extent depending owatlnes prescribed in the model
(Ritz et al., 1997). Previous wor{Stone et al., 2010) investigated the sensitivity of icetshee
evolution for the modern GrIS to five tuneable paransetehich affect the ice sheet
dynamics and surface mass balance. Thasemeterare the PDD factors for ice and snow,

near-surface lapse rate, flow enhancing factor and theayemhheat flux (see Table 1).

Here we generate an ensemble of 500 simulations usingtéhetical method of Latin
Hypercube Sampling (LHS) in order to efficiently sampile five dimensional parameter

space.This method generates a distribution of plausible paemsets within a prescribed set

of ranges(McKay et al., 1979)by using a stratified-random procedure where values are

sampled from the prescribed distribution of each variabtepaired randomly with the other

variables assuming that the variables are independ@emteodnother (which is the case here).

The LHS distribution is givens—is—ustratedin Fig.ure 1. For more detailon parameter

choicesrefer to Stone et al. (2010).

1.32.3 Experimental design and coupling methodology

Computationally, it is not yet feasible to run HadCMByfgoupled (two-way) with Glimmer

for the timescales of thousands of years, such asighrahe LIG. A methodology is

developed based on that of Deconto and Pollard (2003) in twrdmecount for a transient

climate which evolves as the ice sheet volume evplwdslst minimising computational

expense. It takes into account a changing climate asuit @ the change in ice sheet

geometry by including the elevation-temperature feedback andparoximation to the
albedo feedback. We outline (1) the GCM simulationsaoeréd, (2) the ice sheet model
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spin-up procedure and (3) details of the coupling method use@d®imlimate and ice sheet

model.

2.3.1 LIG GCM simulations

GCM simulations representing 130, 125 and-ka0are forced with insolation anomalies
resulting from changes in the Earth’s orbital paramdtarghe early to mid part of the LIG.

These time-slices were chosen because they covarténeal of peak LIG warmth as well as

the maximum sea-level highsta(fetit et al., 1999; Lisiecki and Raymo, 2005; Kopp et al.,
2009). Compared with pre-industrial, larger eccentricity andicoily and Northern

Hemisphere summer (as opposed to winter) occurring ahepen (see Table 2), results in
greater seasonality, leading to pronounced high northatitude summer insolation,
consistent with warming observed in the geological m¢borthGRIP, 2004; Kaspar et al.,
2005; Anderson et al., 2006) (see Fig. 2). This seasonatiearia insolation is important

because ice sheet surface mass balance is particsgaditive to summer warming.

The three LIG snapshot time-slices are run for 100 mgel@s (70 years spin-up and 30
years for averaging) with the following Greenland boundainditions:
1. Modern day GrIS present
2. Partial GrIS present derived from a tuned ice modelraxeat forced with a
560 ppmv climate (Stone et al., 2010)

3. No GrIS presentwith bedrock in isostatic equilibrium

This proceduregives a range of climatetatesbetween which the ‘expected’ climate over a

partially melted GrIS during the LIG might lie. One cavef these climate simulations

concerns the use a@hisoestatisostaticequilibrium for the orography in the ice-free state.
Obviously, if there was a substantial ice sheet prdsefotre the start of the LIG, as inferred
from the eustatic sea-level curve (Siddall et al., 2007¢re would likely have been

insufficient time for all the ice to melt, the bedrockrébound fully and soil to develop on
the bare rock surface. However, this provides the mogtasiing climate scenario to a fully

glaciated Greenland being present throughout the LIG (whsicalso unlikely).Another

limitation of this approach (which was required for comatiohal efficiency) is that as

described in SecR.3.3, the climate state is constrained to linearlgrptdlate between these

states.



288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321

For the LIG the changed forcings from present daytaeemodified trace gas concentrations
and the seasonal and latitudinal insolation changé#iseatop of the atmosphere associated
with the Milankovitch orbital forcing (Milankovitch, 1941) wsistent with the perturbed
forcings in the standard PMIP LIG simulations. Figure Raws the variation in insolation
from 140 to 116ka for the spring and summer months at three latitugdes Greenland:
65°N, 74°N and 80°N. Insolation anomalies over Greenldatveeto present day (Figre
2b) are at a maximum at ~130 ka for May and June and dedmasel 120ka. Smaller
anomaliesfor July and Augustpeak from ~120 to 12&a. Orbital parameters are taken from
Berger and Loutre (1991) for the thrg®e snapshots at 130, 125 and K20 Table 2 shows
the obliquity, eccentricity and perihelion for theseethrscenarios. A further HadCM3
experiment at 13&a is also included in order to spin-up the ice sheet madi@isently but
differs slightly by including a MOSES-1land surface scheme (Cox et al., 1999). This

simulation is run for 500 model years with an averagmeg of 30 years.

An additional simulation, the pre-industrial contraicludes trace gas concentrations (280
ppmv for CQ, 760 ppbv for CH and 270 ppbv for pD) and orbital parameters (obliquity
23.45°, perihelioroccurs on day.6 of the yeafday-eftheyearand eccentricity 0.01724)
appropriate for 1850A.D.

Also shown in Figire 2 is the atmospheric G@oncentration, reconstructed from ice cores,
from 140 to 110 ka based onuthi et al. (2008). All CQ values are on the EDC3 gas age
scale (Loulergue et al., 2007). There is a sharp ris®©yc@ncentration between 14 and
130-ka from ~200 to 260 ppmv. Thereatfter, this trace gas contientistabilises between
260 and 290 ppmv. Since the greenhouse gases do not markedlyovarpré&-industrial
during the LIG (LUthi et al., 2008) and it has been shown ¢hiatate perturbations were
predominantly orbitally driven at this time (Slowey et 4B96; Loutre et al., 2007; Yin and
Berger, 2012), gas concentrations are held constant andngszh from the values used in
the pre-industrial simulations. In this way any changdd® climate from the pre-industrial
are due to changes in the orbital parameters of the .Ea@his, therefore, held constant at
280 ppmv for all experiments performed using HadCM3 betweenkd3thd 120ka. All
other trace gases are equivalent to pre-industrial valineseXception is for the simulation at
136 ka where Cg& methane (Ch) and nitrous oxide (D) are lower compared with pre-

industrial at 200 ppmv, 413 ppbv and 229 ppbv respectively. This is leeddfesences in

10
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the trace gases compared with pre-industrial are thengrimechanism for this earlier
perturbed climate rather than changes in the orbital pagexsncompared with pre-industrial

(see Fig. 2b where summer high latitude insolation anesafte small at 13&a).

Outside of Greenland, global vegetation coverage is ploescat present-day distributions.

The simulations where the GrIS is removed/partialgjted are prescribed bare soil coverage
in place of Greenland ice while the simulations witalaGrlS included use the present-day
ice sheet mask with bare soil in ice-free regidfes-the LIG-simulations-with-the-lce-sheet

associated-topography—FinrallyTthe land-sea mask remains unchanged from modern since
there were no significant tectonic changes to the wents between 13 and present and

the estimated sea-level change would result in néigidand-sea mask changes.

All GCM simulations were continued from pre-industrighslations of 100 model years

with the appropriatébedrock and ice coveragéhe spin-up time in large-scale atmosphere-

ocean models is governed by the slow processes in thedeap and is usually on the order

of several thousand years. However, due to computatiexaénse this is not easily

achievable. As such the ocean component of HadCM3 doefsillyotepresent changes in

ocean circulation, but does fully interact thermodyitally with the atmosphere in our

modelling framework Figure 3 shows the average temperature evolution Gregnland

(one of the inputs into the Glimmer ice sheet modeluding this pre-industrial spin-up. A

10-yearrunning-average{red)-arkD-year mean trendddbslue) areis shown and indicate

sufficient spin-up of the model near-surface temperaturesponse to the changed orbits.

Thisey_trend shows that compared with inter-annual variability thmeutli-year average

temperature response of tsimulationssareclose to equilibrium.

1.312.3.2 Obtaining a 136ka GrIS

It is not known exactly how big the GrIS was at -k&80(or at any other point during the LIG),
although sea-level was similar to present day (Siddakl.et2007; Kopp et al., 2009)

implying a substantial amount of ice must have been preg¢dmngh northern and southern
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simulations.The correct method of reconstructing the initial st@tehe GrlS under past

climate forcings is unclear but two main methods hawnl@lopted in previous studies: (1)

steady state simulations driven by present day or pasatc conditions (e.g. Ritz et al.

1997; Stone et al. 2010) and (2) transient simulations driven pakeoclimatic

reconstructionge.g. Applegate et al., 2012kach method has its own caveats which have

been investigated recently by Rogozhina et (a011) For example, they show that

initialising from an ice-free state under glacial fons is not a good choice for simulations

that start under colder-than-modern conditions. Becdusenot practically possible to spin-

up an ensemble of coupled HadCM3 ice sheet model configusafar several glacial-

interglacial cycles, we use an approach that assumeasd sheet is in equilibrium at the start

of the transient ice sheet model simulations. Wepadasimilar methodology to Rogozhina et

al. (2011) by initialising from a modern GrIS spun-up with astant glacial climate forcing

from HadCM3 then apply a time-dependent forcing into therdgfacial period. We do not

use palaeoclimatic reconstructions to obtain an irstigile for the GrlS because prior to the

onset of the LIG processes occurring in deeper partseo€aces makes them somewhat

unreliable and extending beyond the LIG is, therefoumrealistic(Grootes et al., 1993:
Johnsen et al., 1997)

In order that changes in the ice sheet response tateligt 130ka are not a result of
inadequate spin-up of the ice sheet model, simulations lb&d 36 ka when the climate was
substantially colder. As a result, the ice sheet maglahitiated with an ice sheet in
equilibrium with the 13&a climate. The ice sheet model is spun-up for 50,000 years
anomaly mode using the 13@& climatology. This method requires GCM monthly mean
changes in precipitation and near-surface temperaturenédefelative to a pre-industrial

climate) to be superimposed onto a present day refecintaology(see Sect. 2.1ysed by

the surface mass balance model in Glimm&nomaly coupling is used to reduce climate

model bias both for precipitation and temperature whifdtes the ice sheet model output, as

in previous studies (Lunt et al., 2008; Lunt et al., 2009).
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2.3.3 Coupling the climate and ice sheet models

We model aA total of 16,000 yearare-modded, representing the time period from 136 to
120ka. Figure 4 shows a diagram of the coupling process, whichtiined in detail below.

The monthly averageariables of temperature and precipitation, here denotelédnass

CCL(t), is linearly interpolated along the time-axis from 136 180-ka where the

statc of Greenland

notatior is used (i.e. state of Greenland in HadCM3 is eithercmeered: ice,

partial ice: pice or ice-free: 0),

t t +C'* (L36). (1)

The interpolation is between the 486 climateC'™ (136, and the 13®&a climate,C'® (L30),

where t; is 6,000 model years. Glimmer is initiated with the elrated ice sheet geometry
which was obtained by forcing Glimmer offline with the stamt 136 ka climate. At 13¢
the climate is allowed to evolve each year betweethtiee climate scenarios (with a GrlIS, a
partial GrlS and without a GrIS) according to a weightiumnction defined by the ratio of the
ice volume Y/vel(t)) at timet and the ice volume predicted at 180 (Vvel(130)) by the ice
sheet model. Between 130 and 2% the following linear interpolations are performed

(represented by the solid blue, orange and red arrows regbedh Fig. 4) similar to

Eqequation(1)

13



C*= (129 - C** (130
(t)=

417 c'e t t +C'™ 130), (2)
2
418
_ CP (125 - CP* @30 _

419 cre(t)= €29 139, e (L30),

te (3)
420 and

C° @25 -C° @30
421 c(t)= ¢ at 89 4eo (130, (4)
2

422

423 | whereC'™ (125 is the 12%a climate with the GrIS preser@,”* (125 andC "* (L30) are the

424 | 125 and 13&a climates respectively with a partial GriS; (125 andC° (L30) are the 125

425 | and 130ka climates respectively with the GrIS removed &n 5,000 years. Likewise,
426 | similar linear interpolations are also performed from 12520ka.
427

428 | If the ice volume,Wel(t), is greater than the partial ice volume (defined \agi"® =

429 | 0.46/vel'™(130)), then the climateCL(t), at each year is now also weighted either towards

430  the climate with a partial GriSGP*(t), or the GrIS climateC'(t), according to

432 C(t)= (V Ic\e/(g;)\f\c/e 30932)30) j(c“’e(t) —cPe()+c=(t) | o

434 | Alternatively, if the ice volume is less than thetdiice volume then the climat€L(t), at

435 each year is weighted either towards the climate withGrlS, Co(t), or the partial GriS

436  climate,C"*(t) , according to

438 C(t)= V\(/l(;)@ [cP=(t)-c(t) +c°() . (6)
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23 Results

213.1  The modelled climate of the LIGastinterglaciation

The GCM simulated annual average global temperature apah 130ka (with a modern

day fixed GrlS includedjs only 0.13°C relative to pre-industrial, consistemthwhe small

mean annual forcing associated with the orbital configurakis the LIG. However, the
seasonal temperature anomaly is -1.6°C and 2.0°C in thedn Hemisphere for
winter/summer respectively. Figure 5 shows a comparidatie LIG simulated Northern
Hemisphere maximum summer warming with reconstructedteial temperature anomalies

derived from ice cores, pollen and macrofossils (Kaspal., 2005; Anderson et al., 2006).

Overall, the agreemeiatt high Northern Hemisphere latitudiss/ery-goodwith 65% of the

data points coinciding (within the uncertainty) witle thr1 line on Fig. S{see also Table 3).
However, during the summer months the maximum LIG aeetamperature anomaly over
Greenland is 3.5°C, cooler than values inferred (4 to 5°Gin fthe temperature
reconstructioaover this region (Anderson et al., 2006). This implies tha GrIS during the
LIG was likely smaller than today and represents amum temperature anomaly estimate.
Simulated LIG warmth in Greenland is sustained under a ©801a5ka climate but with
significant cooling by 12&a consistent with the change in summer insolatiotrilligion
(see Fig. 2). These changes are amplified by sea-idbdeks discussed belowHowever,
comparisons with proxygerivedestimates of temperature at the location of tlhetfGRIP
ice core show a simulated summer temperature of 4.28Gland an annual precipitation
weighted temperature of 3.3°C, lower than the 5°C estimbtained from the ice core
oxygen isotope recor(NorthGRIP, 2004) . Over much of the Greenland regioniqtestl

annual precipitation rate changes throughout the LIGragd|.

Since the ice sheet climate coupling requires a s@&Qi¥ simulations where the GrIS is
removed and replaced with bare soil we can assesdiitiete of the extreme scenario of an
ice-free Greenland under LIG climate conditions. We tocation of the NGRIP ice core,
simulated maximum annual precipitation weighted tempezatimomalies relative to pre-
industrial are in excess of 20°C and the average maximummeu Greenland anomaly
ranges from 14 to 16°C for the time period 125 to 130 ka. Thesdearly greater than the
annual proxy pako-data estimate of 5°C (Anderson et al., 2006), which sugpiherice core
evidence that the GrlIS did not completely disappear dunmd G (NorthGRIP, 2004).

15



472
473
474
475
476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491

492

493

494
495
496
497
498
499
500
501
502
503

The increased insolation relative to pre-industrial dutivgearly part of the LIG results in
spring/summer melting of Arctic sea-ice with reduced eotr@tions compared with pre-
industrial throughout the summer months. At-k8Gsea-ice concentration is reduced by up to
40% compared with the pre-industrial in the central parthef Arctic Ocean, similar to
results from Otto-Bliesner et al. (2006). This reductioswwhmer sea-ice around the margins

of Greenland results in a positive sea-ice-albedo fe&ddad contributes to the observed

‘ warming in this region, particularly in the Labrador S&al25ka there is still a reduction in

sea-ice in the Arctic compared with the pre-industialonly up to 20% over the majority of
the region. By 12&a the summer sea-ice concentration is similar tfgneater than the pre-
industrial with over 50% sea-ice present again in the wciof the Labrador Sea. This
increase in sea-ice is attributed to the cooler climata result of reduced summer insolation
forcings toward the termination of the LIG. Althoughstheduction in average sea-ice over
the Arctic Ocean implies a significant temperatureedéhce relative to pre-industrial, the
inter-annual variability over the averaging period of shraulations ranges from ~0 to +1°C
and, therefore, results in the regional temperatufereinces being statistically insignificant
(see Fig. 5).

GrlS contribution to the LIG highstand

3.2

st | lacial hial I

In order to estimate the contribution of the GrISLi& sea-level change we drive 500
realisations ofhean ice sheet model with the GCM-predicted evolving clinfadben 136 to
120ka. Consequently, ice sheet geometry is predicted throuteollG and compared with
reconstructed ice-surface extent data as implied framousice cores on Greenland. The
impact of ice sheet model parametric uncertainty &tetral., 2010) on the evolution of the
GrIS through the LIG is used to derive a probability dgnginction of the Greenland
contribution to LIG sea-level rise contingent on our niladgechoices. This also takes into
account the mismatch between preselaty observed and modelled ice sheets, most likely

due to missing higher order physical ice dynamics and thesiocl of a parameterised

‘ surface mass balance scheme.
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All 500 ice sheet model simulations show contractiothefice sheet in response to peak LIG
warming. Figure 6a shows the evolution of absolute idenve throughout the 16,000 year

ice sheet simulationsAlso shown is the spin-up for the modern day GrlS fehensemble

member and subsequent spin-up using the 136ka climatology tammagproximation of the

initial GrlS state at 136ka. It is possible to reject a number of the GriIS LHS expents

using proxy palaeo data from the LIGVe use the criteria of the presence of ice persigting
has—been-shown-that the Summit (Raynaud et al., 1997) andrtNGRIP (NorthGRIP,
2004) ice cores on Greenlande-very-likelypersistethroughout most of the LIGtthese
lecations The Dye-3, Camp Century and Renland ice cores are petever, used to

reject/accept simulations, as the evidence for theepoesof ice there is more equivocal. In
addition, simulations which make a negative contributionsea-level change are also
rejected. As a result a subset of 73 simulations eélexted according to this evidence from
the ice core data; that is simulations where ice se@bat the NrthGRIP and Summit ice
cores are rejected. The selected simulations are rshiowFigure 6b, including a
representation of their ability to reproduce the modesn@dS according to a skill-score

(for a given set of input parametélsgiven by

(6)=-+% M, @)

i
2
n o o2 +12

wheren is the number of grid-points; is the observational ice thickness at each grid-ppint
fi(0) is the experimental ice thickness at each grid-doneach ensemble memberijs the

ice thickness Root Mean Squared Error (RMSE) of the meud@ameter set experiment in
terms of the LHS shown in Figre 1- and<? is the observational error variance at each grid-
point. The observational error is assumed to betanhscross all grid-points. This skill-
score for modern ice thickness measures the spat@ldit the model domain assuming the
differences between model and observation at eackhpgimd location are independent and
normally distributed. We calculate the differenceshwiéspect to the digital elevation model

derived by Bamber et al. (2001), interpolated to a 20 km resnlutio

The ice sheet retreats in all selected cases compéttethe pre-industrial, in response to the

orbitally induced warming, with minimum ice sheet voluneaahed between 13& and
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120.5ka. All simulations show recovery towards the endh& LIG in response to the
reduction in summer insolation. This is also shown byatverage temperature anomaly over
the Greenland region which peaks at around 2 to 5°C forseélected members of the
ensemble (see Fig. 7). Maximum GrIS contribution to k&a-level rise ranges between 0.4
and 3.8 m (Fig. 6¢). None of the accepted simulations slmoabsence of ice in the vicinity
of the Dye-3 ice core in accordance with some evidémateice persisted through the LIG at
this location (NorthGRIP, 2004; Willerslev et al., 2007)owg¢ver, there is large uncertainty
in the dating of basal ice at this location (Willevskt al.,, 2007) which is why it is not
appropriate to use this data as a direct constraintrksh éxtent. Figure &c shows the GrIS

geometries for parameter sets resulting in the maxinmums; likely andminimumand-mest

likely (according to the skill-score) contribution to Ll&aslevel change. Also shown is the

respective ensemble member modern day GrlS geometry (Bigof8 The associated

precipitation and temperature forcings for the simaiatvith the highest skill-score, derived

from HadCM3 according to the coupling methodology, ar®ewsh in Fig. S2 in

Supplementary Information. The cases where minimum vckime and maximum

temperature _anomaly are reached are given and illusthetelatitudinal gradient in

temperature from the enhanced insolation forcing and thegehm topographic height in

response to the warmin@he most likely extent of the GrIS shows retreatrfithie northern

margins but ice is still present over central and soot@@eenland (Fig. 8b). This contrasts
with several previous studies (Cuffey and Marshall, 2000astar and Peltier, 2003;

Lhomme et al., 2005; Otto-Bliesner et al., 2006) where heetsretreat is sensitive in the
south but not the north. However, this sensitivitythbee northern margin agrees with other
recent GrlS simulations (Fyke et al., 2011; Greve .et2@ll1; Born and Nisancioglu, 2012;
Quiquet et al., 2012). An isolated cap remains in the vicinitthe Camp Century and

Renland ice core locations for all simulations whereaise persists in the Summit region, in
agreement with evidence suggesting ice also persisted Janasén et al.,, 2001). The
drawdown of the ice surface at the Summit core looatid=ig. 8a and Fig. 8b is ~450 m and
~60 m respectively, consistent with ice core data (Raymd al., 1997). In contrast, Fig. 8c
shows little change from the modern day ice sheetnextith an increase of ~50 m at the

location of Summit.
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3.2.1 Probabilisitic assessment of GrlS contribution to the LIG highstand

It is possible to derive a probabilistic assessmentrt8 Gontribution to LIG sea-level rise by
considering the LIG pato-evidence of the GrIS geometry, uncertainty in iGesimodel
parameterisation and the ability of the ice sheet mmdedproduce the modern day ice sheet.
In this section we outline our probabilistic method fakal by an assessment of the likely
contribution of the GrIS to LIG sea-level rise incluglia sensitivity analysis to the method

used.
Probabilistic method

From Bayes’ Theorem for a continuous distribution:
Plav]oPlelplvie], ®)

the posterior probability distribution (#)]) is proportional to the prior probability
distribution (PP]) multiplied by the likelihood function (R[6]). The likelihood function,

P[Y}|0], is calculated for each member of the ensemble ftbm skill-score given in

Eqegquatien(7).

PY|g]= A (o), )

whereA is a normalising constant such that tE}PMH]Zland the logistic function(6)

accounts for the uncertainty as to where the simiiliate sheet margin lies relative to the ice

core locations at the resolution of the ice sheedehdomain

1(6) = %{1— tan}{%ﬂ. (10)

Y(0) is the maximum sea-level change for each member ofetisemble,Y.x is the
maximum contribution to LIG sea-level rise from theemed simulations (in this case 3.8

m) andlis the logistic width.
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The prior probability distribution, B], weights each ensemble member according to its

parameter set probabilitfthe-me yiliged-such

that-each-ensemble-member-is-equally-weighted—HowAgecording to Stone et al. (2010)

the parameter sets can reasonably be weighted as &a@ssigma ranges such that the

extreme parameter choices are penalised. Hencepdel the prior probability distribution

as a multivariate Gaussian distribution

2
P[H]: - 1 X ex —EZS:LMJ , (11)
(27)2 25, 0, 293\ 20,

whered; is the value of each paramejgs;jis the standard deviation for each parametengand
is the mean for each parameter range (see Table Yomparison of the derived probability
density function between Gaussian and uniform prior fmtityadistributions indicates the

choice of prior probability distribution does not havaeaable affect on the outcome of the

overall probability density function.

Subsequently, the posterior probability distribution bé tensemble and the associated
maximum LIG sea-level contribution are used to consteuprobability density function
using akkernel density estimator (Wand and Jones, 1995; Bowman aradifiz2997). A
probability density function is a function that descsilbee relative likelihood of a variable
(in this case maximum sea-level change) to take on gydartgiven value.The probability
for the variable to fall within a particular region i&vgn by the integral of this variable’s
density over the regionFhis-integral-must-add-up-to-eneA Kkernel estimator is a non-
parametric way of estimating the probability density fumcof a particular variable and is
closely related to a histogram. Unlike a histogram, aathkkernel function rather than a
discrete box is used and each of these is centredlgioa@r each model output in order to
remove the dependence of end points of bins which occurg asiistogram method (Wand
and Jones, 1995). In this way tkiéernel estimator smoothes out the contribution of each
observed data point over a local neighbourhood to that pi@int. Thekkernel density

estimator at any point, §(Y), is of the form

@(Y)=Ei K(ﬂj (12)



626

627 wheren is the number of ensemble membdfss a function satisfyingj K(Y)Y =1, the

628 ‘ kkernel, whose variance is controlled by the paramétéusually known as the window
629  width or smoothing parameteK.is chosen to be a unimodal probability density functiat
630 IS symmetric about zero. In this case we implement @mal density
631 function{K(Y) = ie_%Y2 j .

ey,
632
633  The choice oh is important since structure in the data can bebgsiver-smoothing. Scott
634  (1992) shows that the reference rule bandwidth with enabkernel is
635
636 h=(4/3)"*6n™*° =~ 1066n*°, (13)
637
638 | whered is the sample standard deviatiom this casdor maximum LIG sea leveandn is
639 | the sample number. Alternatively, we can choog&earnel width based on the modern ice
640 | sheet volume ensemble distribution. Figure 9 shé¥srnel widths that result in the
641 measured ice volume lying 1, 1.5 and 2 standard deviations amaytfre mean of the
642 ensemble. In this way the smoothing parameter accountsgadditional uncertainty in the
643  ice sheet model resulting in overestimation of theleno day GrlS volume (see Fig. 6a).

644

645 | L Probabilistic rResults and sensitiviitiessensitivities

646  From the ensemble of 500 simulations we have derived laapilstic assessment of the
647 likely contribution from the GrIS to LIG sea-levelatge (Fig. 10) with the uncertainty in the
648 ice model parameter distributions, modern day GrIS obSengand the location of the
649 | pabkeo-data constraints taken into account. Although the maxi contribution from all the
650 selected simulations is 3.8 m, Fig. 10a shows the niady Imaximum GrlIS contribution to
651 LIG sea-level change is 1.5 m with a 90% probability that maximum contribution falls
652 | between 0.3 and 3.6 m. Figutdl1 shows the predicted ice extent that results in desesd-
653 | contribution of 1.5 m for the LIGFig—11b)derived from this probability density function.
654  This shows a similar pattern of retreat from the marid south-west as the ensemble member

655 | with the highest skill-scoré=ig. 8c) We further show that the maximum contribution range

656  varies from a maximum of 0.2 to 4.7 m to a minimum betw@é to 2.4 m depending on the
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parameters chosen in the formulation of the densitgtfon which takes into account ice
sheet model uncertainty. There is a 90% probability of2H& contribution exceeding 0.6
m during the LIG and a 67% probability of exceeding 1.3 m. él@w, it is unlikely (<33%
probability) the contribution exceeded 2.2 m and very unlikelyp%) that it exceeded 3.2 m
(Fig. 10b). Compared with estimates of the LIG sealléighstand (Rostami et al., 2000;
Muhs et al., 2002; Kopp et al., 2009; Dutton and Lambeck, 2012) argetd, we find that
sources other than the GrIS are required to accouthifhigh sea-level, such as the West
Antarctic lice Ssheet (Scherer et al., 1998; Huybrechts, 2002) and/or thed@an@aefields
(Otto-Bliesner et al., 2006).

In order to assess the sensitivity of our probability dgrigitction to various uncertainties in
its construction we first examined the effect of varyihg kernel width. Figre 11at2
shows the case where tk&ernel width is applied to the LIG for the optimal width40 m
according toEqgequation(13)), and the modern day observation lying dmel(50 m) and
two (h=0.75 m) standard deviations away from the modern modelledmiats mean.
Although the peak of the probability density function does change, the upper tail is
sensitive to the&kernel width with a very likely sea-level contributiemceedance ranging
between 3.1 and 4.1 m. The case with the optiidarnel width assumes the anomaly in ice
volume between the LIG and present day being biased in stotsvay. The alternative
extreme scenario is the case where the uncertairttyeianomaly is equivalent to the model
error such that the modern day ensemble lies only arelatd deviation away from the
observationt{=1.50 m). We choosek&cernel width of half this width, 0.75 m, as our most

plausible case, described above and shown in Fig. 10.

In order to further address the sensitivity of the pbdita density function to uncertainty we
also varieds (Fig. 113ba), the observational error on modern day ice thicknesgHig.
113ch) (both given as input ieguaticnEqg. (7)) and the width of the logistic function (Fig.
113de). Figure 113ba shows whers is equal to zero, the peak of the probability density
function coincides closely with the simulation witle highest skill-score. The spread shown
is a result of the&kkernel smoothing method used. When all simulations havel sgilia
(equahe weighting) the probability density function showsimikr response to whea is
equal to the RMSE of the median experiment. The véréicauracy of observational ice
thickness is between 10 and 100 m (Bamber et al., 2001; LgydwmirBamber, 2001) while
Bogorodskiy (1985)reportsthat a typical radar-sounding survey has an inherentrianuty
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691 | of about 15 m for ice depth measuremenEgure 1.3cb shows that the observation error
692 between 10 and 100 m makes no noticeable change to thell gwerbability density
693 | function. Therefore, we use a value of 15 m. Figufsd indicateshewsthat the choice of
694 the logistic width parameter does show some sensitivityhfe upper tail of the probability
695 | density function. In this case a value of s selected.

696

697 | In order to test the robustness of our skill-score enréisultant probability density function

698 | we modified Eqg. (1) such thai=1 and used only the average ice-thickness as our metric.

699 | Figure 11le shows that this makes very little differeiocine probability density function.

700

701 | WWe alsotested the robustness of the coupling methodologpenformnged an ensemble

702 of simulations where only two modelled climates (watid without the GrIS) were used in
703  the coupling method illustrated in Fig. 4. We found thdtaalgh this increased the number
704  of accepted simulations it did not result in a notalifiergénce in the overall structure of the
705 | probabilistic distribution of GrIS contribution to Li€ea-levelsee Fig. S3)

706

707  Finally, if the recent NEEM ice core drilling projectveals that ice persisted throughout the
708 LIG at this location, then the GrIS contribution téGLsea-level rise can be constrained
709  further (61 accepted simulations compared with 73 when NiEMt included) with values
710  very likely (>90% probability) greater than 0.5 m but vemlikely (<10% probability)
711 | greater than 2.8 m (see Fig)c-dt4).

712

713 | 24 _Discussion and Conclusions

714  There are several caveats that should be discusdbeé itontext of this study. Firstly, the
715 uncertainty in dating basal ice limits to an extéwt isefulness of this binary criterion. With
716 the advent of new improved ice cores in the future (ilchNEEM) it may be possible to
717 | preferentially weight the skill toward these improveel cores_In the future other aspects of
718 the new ice-cores could also be used for model evalyagi@n down-core temperature
719  profiles. However, uncertainties associated withal@sservations are currently quite large.
720

721 Secondly, these results, of course, are somewh#edinby the absence of climate model
722 | uncertainty. We use only one model where we lineiatgrpolate betweernteevo possible

723 | extremellG climate states. It is difficult to estimatestincertainty in the LIG climate since
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there is only limited data for this time. Future worluldoassess the impact of structural

climate model error on LIG sea-level change as path®palaco-medel-intecomparison
projecPMIP 3 (PMIP3).

Thirdly, the PDD scheme used in calculating the surfaass balance, although efficieag

it only needs temperature as an input and deesnot requiee the use of regional climate

modek, has been shown by van de Berg e(2011)to significantly underestimate melt for

simulations which include LIG insolation forcing comparedhwain approach which takes

insolation and albedo explicitly into accouiiRobinson et al., 2010) Van de Berg et al.

(2011) show that surface melt is affected not only by hignebient temperatures but also

directly through stronger summertime insolation and &ssed non-linear feedbacks

(melting snow absorbs twice as much solar radiat®rdry snow). Temperature-melt

relationships assume a fixed relation between near-suaisdemperature and melt-rate but

this relation is also dependent on insolation and, tberefchanges in orbital forcing

parameters and the latitude. In essence, the PDD scfals to capture north-south melt

gradients driven by insolation gradients. As a resultugign of this process could melt the

GrlS further back during the LIG. Future improvementsh®RPDD scheme could be to use

PDD factors which are function of insolation change.

Fourthly, our climate model simulations did not includeliattive vegetation. Inclusion of

this feedback could partially explain the mismatch betveeda and model in terms of Arctic

temperature response to enhanced solar insolation becausripn@ork with HadCM3 has

shown that vegetation feedbacks can have a signifiecapaat on the evolution of the

Greenland ice-shedStone and Lunt, 2012)n addition, other previous modelling studies

have highlighted the positive feedback from vegetatitanges in response to increased solar

insolation during the Holocene and L{€.g. Foley et al., 1994; Harrison et al., 1995)
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FourthhFifthly, and perhaps most critically, the majoritytbé ensemble have an associated
modern ice sheet which is too large (Fig:;&g, a feature of many ice sheet models (Ritz et
al., 1997; Ridley et al., 2005; Robinson et al., 2011). This t¢yhre to additional ice at the
margins not captured in the ice surface extent observgBamber et al., 2001) which
includes only the contiguous ice sheet. In common with noéimgr studies (Lhomme et al.,
2005; Robinson et al., 2011), we assume that the predicteddli@e anomaly with respect
to the predicted modern is more robust. This is becaasewrestimation of volume, which
is thought to result from the lack of higher-order termthe ice-flow equations, is likely to

affect both modern and LIG ice sheets in a consigsteniner.The omissionof the basal

sliding process may also result in simulations being Bigs&ard higher values for modern

day ice volume since it is likely this would resultthe ice sheet melting back furthén.

order, to account for potential bias, however, we choasplausible probability density
function that takes into account this uncertainty. Bhkél-score used to generate the
probability density functionEqg.eguation(7)) does also ensure that the simulations which
have the best representation of the modern ice shatibute most to the probability density

function.

We observe substantial retreat of the GrIS in th#hnahile the ice sheet remains relatively

stable in the south in contrast with many previous ssudising a different forcing
methodology (e.q. Cuffegnd Marshall 2000; Tarasov & Peltier 2003; Lhomme et al. 2005).

One fundamental difference between LIG ice sheetgvetkrusing climate forcings

reconstructed from ice core records (e.q. Letrequillgl.e1991: Cuffeyand Marshall 2000:

Lhomme et al. 2005) compared with a GCM s that theirfgréails to capture changes in

atmospheric circulation patterns, precipitation chanaed the heterogeneity of climate

trends over Greenland. This failure to capture theseepses is because the method uses the

present day temperature pattern which is perturbed by algpatianogenous anomaly of

temperature derived from proxy data reconstructions (ég.GRIP ice core record).

Precipitation anomalies are simply calculated using andstrd relationship where

precipitation is a function of temperature. Our metl®dimilar to Born et al. (2012) who

partly explain the preferential LIG warming and melting ofthern Greenland in their

results (which we also observe), but absent from mi@stious studies, as due to the impact

of larger insolation changes in the north of Greenlamdadequately captured using the

proxy reconstruction forcing methods. Further differencetsvéen our study and previous
work include the bedrock topography used (e.q. CudfeyMarshall 2000; Otto-Bliesner et
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792 | al. 2006), which has been previously shown to considerafdgtafimulated present day ice

793 | volume (Stone et al. 2010), and the use of the PDD schempared with a method which

794 | takes the impact of insolation on melt into account saghhat used by Robinson et al.

795 | (2011) (see discussion above).

796

797  Our climate model, when forced with LIG insolation amdies, shows good agreement with
798  maximum summer warmth from LIG proxy temperature esgsian the Arctic region. We
799 show that the GrIS contribution to LIG sea-level dgnconsistent with ice core data, is
800 between 0.4 m and 3.8 m. However, it is very likely that GrlS contributed between 0.3
801 | and 3.6 m to LIG sea-level rise, lower than the rasfg@manyprevieusrecent estimate®f
802 2.7 to 4.5 m (Cuffey and Marshall, 2000; Tarasov and d?glB003; Kopp et al., 2009;
803 | Robinson et al.,, 2011put similar to the lower bound of Robinson et al. (2011) Hre

804 | estimate of 1.6 m from Colville et §P011). According to the global sea-level estimate for
805 | the LIG derived by Kopp et al. (2009) the distribution suggast®% probability that the

806 | GrlS reached a minimum at which it was at least 2d&f sguivalent sea-level smaller than

807 | today. By including this constraint we show a shift in plhebability density function with a

808 | peak contribution estimate of 3.2 m closer to the estimérecent studies (Fig. 11pur

809
810 | aeccountice sheetmodelandalancertainties We also show that ice persists throughout the

811 LIG at the Dye-3 ice core for all accepted simulatioossistent with the suggestion that ice

812 at the base of Dye-3 may predate the beginning of thgWiCerslev et al., 2007; Colville et
813 al., 2011) although dating of basal ice at this locatiagisvocal (Willerslev et al., 2007).

814

815 In conclusion, this study emphasises the importanéechiding ice sheet model parametric
816 uncertainty and palaeo-data as well as modern observaiiotie context of a probabilistic

817 | assessment when evaluating the impacthef-Arctic—onclimate changeon ice sheets

818 | Furthermore, we show that in order for a full probahbdi analysis to effectively take into

819 | account robust skill-scores based on simulating thdemm day GrlS, efforts should be

820 | directed at improving the existing ice sheet model physidsepresentation of fast flowing

821 | processes in _models used by the palaeoclimate communityst wétill minimising

822 | computational costs.

823
824
825
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1156  Table 1 List of five parameters varied according to rangesrawted in the literature (Stone
1157 et al., 2010). Also included are the mean and standard devfatieach parameter used in
1158 | Egegquation(11).

Parameter Range Mean (u) Standard deviation ()

Positive degree day 3.0t0 5.0 4.0 +1.2

factor for snowgs
‘ (mmwaterd™ °C?)

Positive degree day 8.0 to 20.! 14.C 16.9

factor for ice
‘ (mmwaterd™ °C*)
Enhancemer 1.0to 5.1 3.C +2.3

flow factor, f

Geothermal heat flux, -61.0 to-38.( -49.5 +13.5
G
(MW mi?)
Near surface lapse ra -8.2 to-4.C -6.1 2.4
Le (°C kmi%)

1159

1160

1161

1162

1163

1164

1165
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Table 2 The orbital parameters (from Milankovitch theory) flmur time snapshots between

140 and 120 ka (Berger and Loutre, 1991). Also shown for compaisathe parameters for

pre-industrial.

Max. 65°N June

) o o Perihelion ) _
Time (ka) Obliquity (°) Eccentricity insolation
(day of yr) 5
anomaly (Wm™*)
136 23.97 0.0367 35.1 6.7
130 24.25 0.0401 121.8 70.0
125 23.82 0.0423 200.0 50.6
120 23.04 0.0436 287.6 -28.0
0 23.45 0.0172 2.6 0.0
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Table 3. Comparison of LIG temperature anomalies (in °C) derivednfpalaeo-proxy
reconstructions (Anderson et al., 2006) with the simulateakimum LIG summer
temperature anomalies from HadCM3. All locations desdiare shown on Fig. 5. The
values inparenthesesracketsfor comparison with ice core data on Greenland (NGRIP
Renland) refer to the warmest annual precipitation-wedjhemperatures/alues derived
from HadCM3 include 2.

Location ObservedAT Modelled AT
Greenland
Central Greenland, NGRIP (75.1°N, 42.3°W) 5 4.2+1.1 (3.3)
E Greenland, Renland (71.3°N,26.7°W) 5 4.3£1.9 (4.9)
E Greenland, Jamesonland (72.0°N, 23.0°W) 5 2.2+1.4
NW Greenlanc Thule (76.0°N 68.0°W) 4 3.5+1.4
Canada
Robinson Lake, Baffin Is. (63.0°N, 64.0°W) 5 1.4+1.4
Brother of Fog Lake, Baffin Is. (67.0°N, 4 1.9£1.6
63.0°W)
Fog Lake, N. Baffin Is .(67.2°N 63.3°W) 3-4 1.9+1.6
Flitaway Beds, Baffin Is. (70.0°N 75.0°W) 4-5 5.1+1.0
Amarok Lake, Baffin Is. (66.3°N 65.8°W) 5-6 3.4+1.2
Russia
NE Siberia (Chakota region) (68.0 4-8 2.6x1.5
177.0°E)
Siberia (73.3°N 141.5°E) 4-5 1.7+1.5
European Russia (White Sea) (63.0°N 35.0°E) 4 3.6+1.5
Alaska
Interior Alaska, Eva Creek (64.9°N, 147.9°W) 0-2 2.8+1.6
NW Alaska, Squirrel Lake (67.4°N,160.7° 1-2 1.9+1.7
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1190
1191

1192

1193

Norway

Svalbard

North
Atlantic

NW Alaska, Ahaliorak Lake (68.0°"
153.0°W)
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1208 Figure 2. Time series of LIG (a) insolation and (b) insolatianomaly relative to pre-

1209 industrial over Greenland for the period 140 to 110ka. Insmlatalues are calculated using

1210  the numerical solution of Laskar et al. (2004)ng the Julian calendailso overlain is CQ

1211 | concentration (ppmv) from the composite record afithi et al. (2008) based on data from
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Figure 3. Near-surfacésreenlandemperature time-series for the three LIG snapshdtsawvi
GrlS, partial GrlIS and without a GrlS included. The ft80 years represent pre-industrial
greenhouse and orbital conditions. The last 100 yearsharéemperature response to
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Figure 4. lllustration of the coupling methodology between @imand ice sheet for the LIG.
Simulations are run for a total of 16,000 model years, taediavith a climate representative
of 136ka (GrlS included). The transient climate evolves siamgbusly with the ice sheet
model. The climate is linearly interpolated from 136 to-k80From 13tka to 120ka the
climate evolves (black dashed arrow shows an exampt®rd@ing to a weighting towards
either a transient climate where there is a modernGi#y (black filled circles), one where
there is a partial GrIS (black half filled circles) antlere the GrlS is removed (black open
circles). The weighting is based on the ratio of the previyears' ice volume relative to the
ice volume at 13&a. The green dashed arrow shows schematically the evolit the ice

sheet volume. Sdextfor more details and equations.
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represents-the-average for-all-accdienulationsSimulated LIG GrlS evolution from the
ensemble of simulations. (a) GrlS volume evolufammall 500 configurations. Black lines

show experiments where ice persisted at NGRIP and Suo®dore locationsAlso shown

is the modern day spin-up of 50,000 vears followed by a fuBBEO0 years spin-up with a

136ka climatoloqy (separated by red dashed line). (b) Icengotthange for 73 selected
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simulations according to constraints at the Summit anBIR&ores. (c) Change in GrIS sea-

level contribution relative to present day for the sild simulations. Also shown on (b) and

(c) is the skill-score for the simulated modern daiSGsee Eq. (7)) with the simulated

modern day ice volume also shown on the right-handadXis). The star represents the

modern day observed GrIS volume (Bamber et al., 2001).sdlikeblack line represents the

simulation with the highest skill-score for the modday GrlS. The dashed black line

represents the average for all accepted simulations.
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Figure 7. LIG surface temperature anomaly (relative to pdetstrial) evolution, averaged
over the Glimmer model domain for the valid simulasiomncluded is the change in
temperature due to a lapse rate correction as a rdsthianging elevation as the ice sheet
changes in response to the climate forcing. Theal dmdck line represents the accepted
simulation with the highest skill-score for the modelay GrlS. The dashed back line

represents the average for all accepted simulations.
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Figure 9. Probability density functions constructed from the 508miner ensemble of
modern day GrIS sea-level equivalent height. Theinedtar denotes the observation from
Bamber et al. (2001). The distance x represents therafiffe between the mean of the
ensemble and the observation. The grey line shows timlpitity density function with no
smoothing. The black lines show the cases where the Bmggiarameterh, results in a
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Exceedancevaluesfor-theprobability-distributidnprobabilistic assessment of the GriS

maximum contribution to sea-level change during the Llthout the NEEM ice core

constraint (a-b) and with the assumption ice is pitesenughout the LIG at the NEEM ice

core (c-d). (a) Probability density plot. The hashedian denotes the 90% confidence
interval (0.3 to 3.6 m). (b) Exceedance values for tladuility distribution. (c) Probability
density plot when the NEEM ice core data is included (90%id=mce interval: 0.3 to 3.2

m). (d) Exceedance values for the probability distributieth the NEEM ice core data

included. There is a 90% probability of a GrIS contributioceexling 0.6 m during the LIG,

a 67% probability of exceeding 1.2 m, a 50% probability of elogel.6 m, a 33%

probability the contribution exceeded 2.0 m and a 10% prohabitixkceeded 2.8 m.
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1478 | 10.Sensitivity of the LIG GrIS sea-level contributionopability density function to (a) the

1479 | kernel smoothing parametdr, Dotted line: optimal smoothing parameter according to Eq

1480 | (13), Solid line: smoothing parameter where modern day ofs@nis & from the ensemble

1481 | mean (chosen as the most plausible case). Dashedsimeothing parameter where modern

1482 | day observation isdl from the ensemble mean. (b) The model eregrin Eq. (7). (c)

1483 | Observational ice thickness errar< 10, 15, 50 and 100 m) from the Bamber et al. dataset
1484 | (2001). (d) The logistic function given by Eqg. (10), € 0.0, 0.1, 0.2 and 0.4 m). (e)
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1516  Figure S1 LIG maximum summer high latitude Northern Hemisphaoslelled temperature
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Figure S3. A comparison of LIG sea-level between coupling using twts Gtates (ice-
covered and ice-free: M1) and coupling with three Grigstéce-covered, partially covered
and ice-free: M2). a) Comparison of sea-level changedmtviMl and M2. The solid lines
are the minimum and maximum sea-level change fronetisemble. The dashed line refers
to the average of all accepted experiments and the ditéeshows the experiment with the
highest skill for modern day. b) Comparison of the pbilhg density functions for

maximum LIG sea-level change for M1 and M2.
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