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We will respond to the comments of the three reeimin order of publication date:
* Reviewer 1, V.V. Shishov
* Reviewer 2, A. Nicault
* Reviewer 3, L. Kutzbach

Reply to reviewer 1

We thank the reviewer for his remarks on the papke first remark deals with the
way ring widths have been standardized in the pabbn D’Arrigo et al. (2009) on
page 233, line 5 of the paper. We agree with theewer that the process of
standardization plays an important role in proxijibcations. If due to an incorrect
standardization procedure spurious trends enteo itite standardized index
chronology, the SRF approach will trace these sdmg showing them in the trend
componeniy (see model (1) in the paper). The consequencebwill decision not to
use this particular chronology in a reconstructstudy. Perhaps a more appropriate
standardization technique would have prevented teke this negative decision.

However, how do we know what the correct standatdin technique is? On
this topic a vast literature exists. Methods ammomg many others, exponential
functions, RCS, splines, age banding and the sigealapproach, as suggested by the
reviewer.

Our main answer to the reviewer is that we preaeméw technique in proxy
reconstruction which allows us to detect instalksitbetween tree growth and a
climate proxy. That is the theme of this paper.illisstrate the SRF technique we
have chosen two articles from the recent peer-wedeliterature: D’Arrigo et al.
(2009) and Bntgen et al. (2008). Thus, we did not perform atgndardization
procedure on the data published in D’Arrigo et(2009). That was not the goal of
our paper. Perhaps the misunderstanding comestfrerfact that the first authors of
these two studies are alsm-authors of this paper.

Although not the theme of our paper, our advisstandardization would be
to perform a sensitivity analysis on different tepecies (as done in both articles), on
different ring-width indicators (TRW or MXD), as de in D’Arrigo et al. 2009) or on
different standardization techniques (RCS, splisgg)al-free, age banding, etc.).
This latter approach is followed iniBtgen et al. (2008) and e.g. in Esper et al.
(2010).

We propose not to change the text.



The second remark deals with the properties ofréseduals of the estimated SRF
models (model (1) in the paper). The reviewer stétat these residuals - in Kalman-
filter terms one-step-ahead predictions iomovations — should be normally
distributed. Additionally, he asks if it is pos®lib test the residuals for normality. If
they follow another probability distribution, oth&pproaches would be more suitable.

Our answer is that it is an attractive propertyifmovations if they follow a
normal distribution. In that case the Kalman fil{eelds the minimum mean square
error estimates (MMSE). See page 242, line 18hedaper. However, it is not a
necessary conditionfor the Kalman filter. If the innovations do natlbw a normal
distribution, the filter still yields the minimum ean square linear estimator
(MMSLE). See page 242, line 20, in the paper. Fetails on normality or non-
normality in the context of the Kalman filter anmustural time series models please
refer to Harvey (1989, page 111).

In conclusion, the normality of innovationsnist a necessary condition for the
Kalman filter. However, if the innovations are na@imthe estimators have stronger
statistical properties, i.e. MMSE. Therefore, weally agree with the reviewer that it
is advisable to test any innovation series for radit;n One side remark: if normality
holds, 26 confidence limits can be interpreted as 95% cemfoe limits.

Although we did not make a remark on normalityséctions 3.1 and 3.2, we
have tested all models, summarized in Tables 12amh normality. To this end we
prefer to usenormality plots. These plots show visually if the innovation serége
normally distributed. In that case the innovatiomd lie on a straight line. The
advantage of such a graph is that we can judgdedtiations of the straight line. The
disadvantage is that some subjectivity is involvedthis judgment. We did not
perform a formal test on normality, such as thenkadorov-Smirnov goodness-of-fit
test or the Shapiro-Wilk goodness-of-fit test, hesea these tests will reject the
Hypothesis of normality for long time series (Nday.In practice it is sufficient that
the shape of the innovation distribution is close to nornliwhatever the length of
the sample period is.

For the eight models presented in Tables 1 anthr2e innovation series
showed perfect normality, three series showed redde normality and two series
showed moderate normality. We found these resoltsl gnough to assume normality
in all eight models.

We note that there is another property of the iation series, not mentioned
by the reviewer, which is more important and eaarecessary conditiorfor Kalman
filter estimates: the innovation series shouldwbete noise. We tested this property
by plotting the autocorrelation function (ACF) fie innovation series, along with 2-
o confidence limits for all time lags plotted (weosle a maximum lag of 20 years).
Furthermore, we made for all series a so-calleeplagy That is a scatterplot between
the innovation pairsv{1, v; ), with t any year in the sample period. This ¢grgpes a
visual impression of the presence or absence ofcahgrence between subsequent
innovations. Thus, the lag-plot presents a visuas@ntation for serial correlation.

We propose to
* Add to page 229, line 6: (MMSE, normally distribditeoise processes)
* add on page 242 the reference Harvey (1989, p. ft1dletails on
normality/non-normality.
* name the abbreviation MMSLE in line 20 of page 24d name in line
18 that MMSE is for normally distributed innovatganly.



* add some lines at the end of Sections 3.1 and 3.&2st results on
normality and whiteness of innovations, along wathmentioning of
how these inferences were made (normality plot, A&gr plot).

Reply to reviewer 2

We thank the reviewer for her remarks and her congoit. All minor remarks will be
implemented.

Reply to reviewer 3

We thank the reviewer for his detailed and elal®@mments, and his positive
judgment of the value this paper.

General comments

All comments are treated below in the specific cants. We strictly follow the
reviewers comments, numbered from 1 up to 29.

Soecific comments

Comment 1) As for initial values of noise variance: we hat®sen the approach of a
diffuse or non-informative prior (implemented inetirendSpotter software). This
means that we set the initial covariance matritheounity matrix with large numbers
on the main diagonal. Thus, we simply ‘tell’ théer that we have no information
whatsoever at the first iteration. See Harvey (198@e 121) for detalils.

The consequence of this approach is that the fileeds some iterations to
arrive at stable state-space estimates. For theels)@desented in Tables 1 and 2 of
this paper we have chosen for a transient periodOoyears. The consequence of a
‘diffuse prior’ is that the innovations series $saafter these 20 years. See Harvey
(1989, page 256) for details.

One can wonder why this transient period is nohsed-igures 1 through 4 in
our paper. The reason is simply that these graphsotl show thdiltered estimates
for w; anda;, but thesmoothed estimates.

In conclusion, due to the diffuse prior we do navé the problem of
initialization of noise variances. We simply leetfilter start without any information.
The consequence is the presence of a transierddpérhe length of this transient
period can be found by plotting filtered estimatesher than smoothed estimates.

We propose to add some lines to Appendix A on using a diffpser at the
start of the filter iterations. We will mention tperiod of 20 years for the examples in
this paper. This with reference to Harvey (1989).

As for the use of the symbaotg; andn; in Appendix A (lines 9 and 13, page 242): we
agree that these symbols are very alike. We arenrfavor of using a different Greek
symbol for these noise variances. An alternativeld/doe to replace the notatiop
ando, by nm+1tando, m+1 Since there are m+1 noise variances in total.



We propose to change the notations on page 242 in this whays(tusing
‘m+1).

As for tests on normality and serial correlatioee ®ur answer to reviewer 1.
We propose to add text to Sections 3.1 and 3.2 with respethdse two items.

Comment 2) The reviewer has right: the data cannot ‘choda#iat we meant to say,
in a popular way, is “letting the model choose”. #& out above: the initial values are
diffuse. The process of maximum likelihood optintiaa the transient period is left
out (here the first 20 years of the sample perid@will change ‘data’ to ‘model’.

Comment 3)Okay. We meant to say that the ‘model without iceéet’ is best
avoided. But the sentence suggests differedilywill change the wording here.

Comment 4)Agree. No changes needed.

Comment 5)We agree with the reviewer that a climate envetop ieasonable first
step if proxy-growth relations appear to be statdle.were too optimistic in
suggesting that this climate envelop will helpdduations where instabilities are
found at the end of the calibration period (i.e tlivergence problem). We will return
to this point in our reply to ‘Comment 11’ of theviewer.

We propose to add the reference Fritts (19765).rfext to Loehle (2009).
Furthermore, we will add the following sentencéireg 23 of page 232: ‘We will
return to this point in Section 4.1.

Comment 6) Okay.We will add a sentence explaining tipadndo come from
model (1).

Comment 7)Okay, we will add a sentence on hypothesis testimtyrefer to Harvey
(1989, p. 236) for more details. Furthermore, wik nemark that the symbob' used
here, should not be confused with the symbol fentieighting factor in model (1).

Comment 8)Same answer as given to the first remark of reviéite We have taken
two examples from the recent literature and takedicisions of the authors of these
articles ‘as they are’. We propose not to changdeiht.

Comment 9) The reviewer asks: is this right? Our answer is; Yfeat is correct. We
will add an extra line explaining the term ‘expkaghvariance’.

Comment 10)Agreed. For some reason, the text on the examplersin Figure 2
has been omitted. We will add three lines explagrkigure 2.

Comment 11)As stated in ‘comment 5’, we agree with the reviewWde were too
optimistic here. In fact, the presence of instéibsiat the end of the calibration period
is bad news. Such an index chronology could betiteused in an unbiased
reconstruction of past conditions, as formulatgdhe reviewer. Loehle (2009) gives
a clear (mathematical) argumentation.

We propose to keep Section 4.1 into text since the omissiotata over recent
decades has been a means to avoid instabilitesumber of articles in the literature.
We will keep the text in Section 4.1 unchangedaifhé middle of line 15 on page
237. The text in lines 15-21 will be replaced bg tbllowing new text:



This argument is in line with the Uniformitariannmiple as formulated in the
Introduction. The principle implies that the sakiads of limiting conditions affected
the sameinds of processes in the same ways in the past agiprédsent; only the
frequencies, intensities, and localities of thatiimy conditions affecting growth may
have changed (Fritts, 1976). Loehle (2009, p. 2éines to a similar conclusion,
using a mathematical approach: ‘if a reconstrucéibeady shows divergence, it is an
indication that recent temperature are alreadiiémion-linear zone; such
reconstructions should not be used for evaluatasg plimates.’

Loehle also suggests an argumierfevor of omitting data over recent
decades. If we could address the cause of recstabilities to an external factor,
only recently in operation (air pollution, soil acidificationtcg), we could truncate the
calibration period. However, this introduces a m@ablem: how could we uniquely
attribute instabilities to such (anthropogenicydrs? E.g., in case of the example
shown in Figures 3 and 4 we do not have such auerctye.

In conclusion, we feel that the omission of dataraecent decades is not a
sufficient means to accept a specific chronologyie in a reconstruction network.

Comment 12)See our text above.
Comment 13)Okay. We will replace the sentence in lines 10-iHe following:

Unfortunately, this shortening does not guarantakilgy in the past, as discussed in
Section 4.1.

Comment 14)Agreed. We propose to alter the conclusions 2 d34arConclusion #3
becomes conclusion #2. Conclusions #2 and #4 chiange

3. Stochastic response functions are ideally suitdddalize instabilities over
time. However, if these instabilities occur in necdecades (‘divergence’) and
if the cause of these instabilities can not beetlgattributed to drivers which
are only in operatioduring these recent decades, the omission of recent
decades in the calibration period is not a validnseof generating an
unbiased reconstruction network.

4. Two examples have been discussed as illusteatibthe potential application
of stochastic response functions to climatic retroigions. For both
examples, we find screening results that are oafthypcomparable to those
found using other methods of validatiorf(RE, CE). It is unclear if the
stochastic response methodology would filterroate proxies than these
traditional methods. Clearly, much more analysisasessary to evaluate the
various screening methods.

Comment 15)Okay, we will add a few extra lines explaining RE and CE.
Comment 16)Okay.
Comment 17)Okay.

Comment 18)Okay.



Comment 19)We will add: (TRW or MXD)

Comment 20)Okay.

Comment 21)Okay.

Comment 22)Okay.

Comment 23)Okay.

Comment 24)The term ‘correlation coefficient’ is equally commo
Comment 25)Agreed. Square symbol will be added.

Comment 26)Okay, we will use the suffix ‘m+1’ fon: Nm+1.¢-

Comment 27)Since the variables &ndy,, shown in Figure 1a, have no unit
(normalized index), the trend difference has na either.

Comment 28)Okay.

Comment 29)Okay.



