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This	  document	  contains	  a	  list	  of	  the	  major	  changes	  made	  for	  the	  revised	  

manuscript,	  a	  one-‐to-‐one	  reply	  to	  the	  reviewer	  comments	  including	  all	  

respective,	  detailed	  changes	  made	  in	  the	  manuscript,	  and	  a	  marked-‐up	  

manuscript	  version	  created	  with	  latexdiff.	  

	  

We	  briefly	  summarise	  first	  the	  major	  changes	  that	  we	  made	  in	  the	  revised	  

manuscript	  version:	  

	  

-‐ The	  entire	  manuscript	  was	  shortened	  and	  simplified.	  Special	  attention	  

was	  here	  given	  to:	  	  

• overall	  improvement	  of	  the	  text	  flow	  and	  the	  readability,	  reduction	  

of	  technical	  terminology,	  clean-‐up/clarification	  of	  nomenclature	  

• discussion	  of	  the	  seasonal	  layer	  profiles	  (Sect.	  3.1)	  

• application	  of	  the	  statistical	  noise	  model	  (Sect.s	  3.5	  and	  4.2/4.3)	  	  

• discussion	  of	  the	  climate	  representativity	  of	  firn	  cores	  together	  

with	  the	  derived	  implications	  (Sect.s	  4.2	  and	  4.3)	  

• description	  and	  discussion	  of	  the	  Monte	  Carlo	  approach/linear	  

trend	  detection	  experiment	  (Sect.	  4.3)	  

-‐ The	  sectioning	  was	  revised	  in	  order	  to	  improve	  the	  overall	  logical	  

structure	  of	  the	  manuscript:	  

• Sect.s	  3.3	  and	  3.4	  were	  swapped	  

• Sect.	  3.5	  was	  introduced	  as	  a	  new	  section	  

• the	  former	  Sect.s	  4.1	  and	  4.2	  were	  merged	  into	  a	  single	  Sect.	  4.1	  



-‐ Fig.	  3	  (horizontal	  variance	  of	  T1	  as	  a	  function	  of	  depth)	  and	  its	  discussion	  

was	  removed	  from	  the	  manuscript.	  

-‐ Appendix	  A	  –	  the	  derivation	  of	  the	  statistical	  noise	  model	  –	  was	  

completely	  rewritten	  and	  restructured	  to	  improve	  the	  comprehensibility,	  

and	  complemented	  by	  two	  supporting	  figures	  and	  a	  table.	  Further,	  we	  

introduce	  an	  additional	  part	  which	  discusses	  explicitly	  the	  estimation	  of	  

the	  model	  parameters	  based	  on	  our	  data	  set.	  

-‐ The	  discussion	  (Sect.	  4)	  was	  largely	  rewritten	  to	  clearly	  state	  the	  

limitations	  of	  our	  approach	  in	  order	  to	  present	  a	  realistic	  but	  not	  overly	  

pessimistic	  view.	  This	  includes	  as	  a	  major	  point	  the	  change	  of	  the	  best-‐

case	  scenario	  for	  the	  post-‐depositional	  annual	  noise	  variance	  which	  we	  

now	  model	  based	  on	  white	  noise.	  All	  relevant	  results	  (Fig.s	  	  8+9	  as	  well	  as	  

in	  the	  text)	  were	  updated	  accordingly.	  

-‐ Appendix	  B	  with	  Fig.	  (B1)	  was	  removed;	  instead,	  a	  new	  appendix	  is	  

introduced	  discussing	  the	  effect	  diffusion	  has	  on	  the	  reduction	  of	  the	  

post-‐depositional	  noise	  variance.	  

-‐ The	  layout	  of	  the	  figures	  was	  improved	  



Response to the reviewers1

CPD 11, 5605-5649, 2015: Regional climate signal vs. local noise: a2

two-dimensional view of water isotopes in Antarctic firn at Kohnen3

station, Dronning Maud Land4

Thomas Münch et al.5

3rd April 20166

This is the original review reply already published after the discussion phase7

with the proposed changes that we have now introduced to the revised manu-8

script. Parts where additional or other changes than originally stated were made9

are now marked by respective additional answers typeset in blue.10

We thank both reviewers for their constructive comments. Based on these, the11

major points that we suggest for the manuscript revision are a shortening of the12

entire manuscript, a clarification of the used nomenclature and of the mathemat-13

ical derivation of the noise model, as well as the rewriting of certain paragraphs.14

We would like to point out that part of the review comments are based on mis-15

understandings. We are sorry that our style in the manuscript was not concise16

enough at some points and will make efforts to improve this. Please find below17

our detailed answers. We will first reply to the general comments of both re-18

viewers and afterwards answer the specific comments. The reviewer comments19

are typeset in italics, our author comments in normal font.20

21

22

General comments23

24

Anonymous referee #1:25

First and most important I think that the manuscript does not read well. The writing feels26
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overly complicated while the mathematical treatment, the description of the statistical noise27

model as well as the way the latter is used with the real data sets are not presented clearly.28

The manuscript will benefit from a clean-up and a clarification of the mathematical symbols29

as well as the terminology that seem to be used carelessly to some extent. After I read the30

Appendix 1 and all sections relevant to the derivation and use of the noise model, it is still31

very unclear to me what exactly have the authors done. I can’t claim that my math/statistics32

level is very high but can certainly relate to the average reader of CP and my problem in33

understanding the methods lies mostly in the rather confusing use of symbols and often in the34

absent explanations of how the noise model was applied.35

AC:36

We would like to express our apologies that the manuscript was hard to read and to follow.37

We will make an effort to improve its readability. This will include a shortening as well as38

a simplification of the manuscript. We plan to accomplish the shortening by removing the39

diffusion model and its discussion, by merging sections 4.1 and 4.2 and by condensing indi-40

vidual paragraphs. Simplification of the manuscript will be reached by reducing technical41

terminology and a clean-up of the nomenclature. For this, we will extend the Data and42

Methods section by an additional paragraph that introduces the coordinate system that is43

used throughout the manuscript (including a schematic figure) as well as relevant nomen-44

clature. We will make sure that the nomenclature introduced there will be used throughout45

the rest of the text. We will give more space to the statistical noise model in order to clarify46

both its derivation in the appendix as well as its application in the main text. To improve47

the comprehensibility of the derivation, we will introduce a table of symbols including their48

definitions in the appendix.49

In addition, we shortened section 3.2 by removing Fig. (2) (horizontal T1 d18O variance as a50

function of depth) together with its discussion. We swapped sections 3.3 and 3.4 to improve51

the logical structure of the manuscript. We introduced a new section 3.5 where we introduce52

the statistical noise model and its validation by using parameters estimated from the trench53

data. This serves to give the model and its application a more central location. Section 3.454

was renamed to “Spatial correlation structure” and now also includes the discussion of the55

inter-trench correlations (former Fig. (8)) that was originally in the Discussion section. The56

cited literature was revised and less relevant literature was removed.57

58
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I believe that the manuscript falsely presents an overly pessimistic view on the use of the59

water isotopic ratios obtained from single firn/ice cores. The reason for this is that the signal60

to noise ratios and variance estimations of the 1 m deep firn cores array are in a way “ex-61

trapolated” and used for evaluating the representativity of deeper cores thus falsely giving the62

impression that a minimum of N cores is needed for a robust isotopic signal to be estimated.63

Even though a study of the top 1 m of firn is very valuable one should expect isotopic diffusion64

and firn densification to heavily attenuate a lot of the variance caused by post-depositional65

(mostly surface topography) effects. This is of course not to say that the interprofile cor-66

relation is expected to approach 1 but certainly the low covariances the authors observe for67

the top 1 meter are not representative of the deeper parts of a firn core. I also fear that68

the results the authors present regarding the last 6000 years of isotopic data from the EDML69

core overestimate the importance of post depositional noise and neglect the recorded climate70

variability. This does not necessarily mean that water isotopic records are accurate proxies of71

polar temperature over the Holocene; the problem of the low responsivity of the d18O signal72

to temperature still remains.73

AC:74

The reviewer states his concerns about the fact that we use noise levels inferred from the75

first metre of firn also to assess the representativity of much deeper firn cores, and mentions76

that both densification and diffusion likely affect the noise level in the deeper parts. We are77

certainly aware of the fact that our approach of analysing the first metre is only a limitation,78

and we will ensure that this is also marked as such clearly in the manuscript.79

However, regarding the influence of densification and diffusion we do not fully agree. In the80

first metre of firn densification does not occur at our study site which is shown by the density81

data obtained from the trenches. It is therefore not relevant for our data. Below the first82

1-2 metres where densification starts, its effect on the lateral isotopic variability is probably83

dependent on the sampling resolution. However, the exact effect is yet unclear. We will add84

a respective remark at the end of section 4.1. In the case of diffusion and densification we85

also have to bear in mind that it acts equally on both signal and post-depositional noise. If86

the variance of the climate signal in the isotopic time series does not change on the time-scale87

considered (e.g. inter-annual), which is a reasonable assumption, the variance ratio of signal to88

noise will not be affected by diffusion nor densification, and our results of the representativity89

will not change for the deeper parts of a firn core.90
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However, we also expect that the climate signal has more variance associated with longer91

time scales, e.g., as seen on glacial-interglacial time scales. Therefore, the signal to noise92

ratio will improve considerably when analysing longer time scales (e.g. centennial or millenial93

variations). We will add these points to the discussion in sections 4.3 and 4.4.94

Regarding the interpretation of the decadal variance seen in the EDML deep ice core over the95

last 6000 years, we admit that so far we have neglected diffusion at this point. However, even96

after a full forward diffusion of our trench noise level estimates with a (pessimistic) diffusion97

length of 8 cm water equivalent, the effect on decadal and longer variations is small. Our98

inferred noise levels for the decadal time scale are consequently not strongly affected (the99

inter-annual noise levels estimated from the trenches are reduced by a factor of ∼ 0.095 in100

the diffusion case instead of a factor of 1/10 in case of undiffusing white noise; see also our101

more detailed answer to the the respective specific comment). Thus, our statement that the102

EDML core decadal isotope variations might to a considerable part be noise is still valid after103

accounting for diffusion. We will add this discussion to the manuscript.104

We account for these points by clearly stating the limitations of our approach: We have105

insufficient knowledge on the noise covariance for time scales above annual and have to rely106

on assumptions (Sect. 4.3). We base the best-case scenario of the annual noise variance now107

on the assumption of white noise since the reliability of the vertical autocorrelation of the108

noise that is suggested by our data is limited by the short data set (Sect. 4.2 + Appendix A).109

We discuss the influence of diffusion and densification on the signal-to-noise variance ratio110

(Sect. 4.2) and on the post-depositional noise level (Sect. 4.3). Specifically, we account for111

diffusion when calculating the decadal level of the post-depositional noise variance (Sect. 4.3112

+ Appendix B). Finally, we add a clear statement that we expect the climate signal and113

therefore the signal-to-noise ratio and representativity of firn cores to increase on longer time114

scales (Sect. 4.3).115

116

I have the impression that the authors tend to statistically treat the pre-deposition isotopic117

signal as a stationary stochastic process when in reality it is to a large extent a deterministic118

signal. Additionally, water isotope time series from ice cores are found to present a red +119

white noise behavior in the frequency domain, likely reflecting processes in the climate system120

that introduce a long-term memory. As a result the approach the authors use for example121

4



in section 4.4 when attempting to detect a warming trend is far from realistic. A warming122

signal in water isotopes can’t possibly be just the sum of a linear trend and white noise.123

AC:124

While we do not agree that large parts of the pre-depositional signal are deterministic, we are125

also aware that it is a mixture of many processes. On the one hand, its temperature signal126

consists of deterministic components (the seasonal cycle, solar and volcanic forcing, anthropo-127

genic trends) and of a stochastic component as result of the internal variability in the climate128

system (red climate noise). On the other hand, it exhibits a non-temperature part includ-129

ing meteorologic/atmospheric effects of stochastic nature that influence the isotope content130

of precipitation, noise due to a varying isotope-temperature relationship, post-depositional131

noise, etc. In our paper we examine therefore the most simple and also most optimistic case:132

an anthropogenic trend + white post-depositional noise. Our Monte Carlo simulation is hence133

valid as an upper bound of the detection probability since all other mentioned components134

of a real isotope time series will complicate the detectability of an anthropogenic trend. In135

our oppinion it is thus only necessary to formulate the underlying assumptions in the Monte136

Carlo simulation much more clearly and to mention the additional complicating issues, but137

not to refine the approach itself.138

To acount for these points, the relevant part of the manuscript was entirely rewritten. We139

name our Monte Carlo approach now a toy model experiment to stress that it is not a realistic140

scenario for the East Antarctic climate evolution of the last 50 years, but a simple model141

to estimate an upper bound for the trend detectability. In line with that, we formulate the142

assumptions and limitations of the model clearly.143

144

Based on their results regarding the minimum number of cores required for a satisfactory145

representativity, the authors suggest that it is preferable to sacrifice measurement precision146

(wrongly referred to as accuracy in the manuscript) to higher throughput in order for more147

cores to be analyzed using Cavity Ring Down Spectroscopy. This recommendation sounds148

tentative for two reasons. Firstly with the current Cavity Ring Down instrumentation one149

injection is very unlikely to provide results free of memory effects regardless of the correc-150

tion scheme used. I am personally not aware of a correction scheme that “behaves” when151

such a small number of data points are available per sample. The problem this generates is152
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that intra-sample memory effects are notorious for modifying the color of the noise in high153

resolution water isotope records. This impacts any work utilizing spectral methods as power154

spectral densities become biased in the low frequency part of the spectrum. Secondly a higher155

analytical noise level results in inferior Deuterium excess records and impacts the accuracy156

of temperature reconstructions based on water isotope diffusion – the latter seeing a great157

benefit from measurements of as high precision as possible. I would argue that the authors158

should reconsider this message and at least stress out that there will be a cost in following a159

one-injection measurement approach.160

AC:161

We agree with the reviewer that reducing the number of injections on Cavity Ring Down162

Spectrosopy instruments down to one per sample might affect the usability of the data for163

diffusion-based methods as well as for the interpretation of deuterium excess. On the other164

hand, it would improve single-proxy reconstructions if it allowed more replicate core meas-165

urements. In the revised version, we will better stress the limitations of our suggestion.166

In the revised version we removed the one-injection suggestion entirely. Instead, we only state167

that fast measurements can be a benefit in order to analyse many cores (Sect. 4.3), and that168

these can be achieved by using three injections and a memory correction as used for our data169

set. We clearly state that this might affect the data usability for diffusion- or d-excess-based170

inferences. In the Conclusions section we now state that monitoring the measurement error171

could allow faster measurements and that alternative, indirect methods might circumvent the172

problems for stratigraphic noise discussed here.173

174

Last, though not as important, it would be nice presenting some of the d18O profiles from T1175

so the reader has a feeling of how the time series look.176

AC:177

We do not think that this is an improvement of the manuscript since single T1 d18O profiles178

will not offer any new insights compared to the T2 profiles already shown. All data presented179

in the paper will be made public via the data base PANGAEA (http://www.pangaea.de/)180

so that anyone will be able to investigate it.181

182
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Anonymous referee #2:183

The paper overall is very difficult to read. The writing is too complicated, often mixing184

nomenclature, or not defining it properly. The statistical model, especially, deserves more185

attention in the text, as well as more description in the Appendix. A major simplification of186

the story is needed. As it stands, the reader is lost in technical and often unnecessary writing.187

The paper could be as much as 25% shorter just in this regard.188

AC:189

Similar issues have been mentioned by the first reviewer. We therefore cite here our answer190

from above:191

We would like to express our apologies that the manuscript was hard to read and to follow. We192

will make an effort to improve its readability. This will include a shortening as well as a sim-193

plification of the manuscript. We plan to accomplish the shortening by removing the diffusion194

model and its discussion, by merging sections 4.1 and 4.2 and by condensing individual para-195

graphs. Simplification of the manuscript will be reached by reducing technical terminology196

and a clean-up of the nomenclature. For this, we will extend the Data and Methods section197

by an additional paragraph that introduces the coordinate system that is used throughout198

the manuscript (including a schematic figure) as well as relevant nomenclature. We will make199

sure that the nomenclature introduced there will be used throughout the rest of the text. We200

will give more space to the statistical noise model in order to clarify both its derivation in201

the appendix as well as its application in the main text. To improve the comprehensibility of202

the derivation, we will introduce a table of symbols including their definitions in the appendix.203

204

In section 4.4, the authors attempt to reconstruct a 0.5degC temperature trend using a Monte205

Carlo approach consisting of a signal (linear temperature trend) and random noise. Although206

the time period is short (50 years), this is far too simplistic a model for estimating isotopic207

variability. The approach must also include the atmospheric component of variability, because208

storm tracks and moisture sources can change over decadal time periods. At the very least,209

this should be clearly documented as a simplifying assumption. Water isotope signals do not210

only depend on noise and temperature!211

AC:212

We agree with the reviewer that our model neglects many contributions to the signal and213
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noise as well as the processes causing these variations. Please see also our response to the214

similar issue raised by reviewer 1. However, our model, by purpose, examines a simple and215

also most optimistic case: an anthropogenic trend + white post-depositional noise. Our216

Monte Carlo simulation is hence valid as an upper bound of the detection probability since217

all other mentioned components of a real isotope time series will complicate the detectability218

of an anthropogenic trend. We will formulate the underlying assumptions in the Monte Carlo219

simulation more clearly, mention the limitations, and make clear that this is a thought exper-220

iment to estimate a lower limit of the number of required cores and not a realistic simulation.221

222

The results presented largely focus on isotopic analysis in the depth/time domain, but I think223

it would be worth pointing out that analysis in the frequency domain of isotopic profiles would224

be informative, and an area of much needed research. It makes sense that post-depositional225

stratigraphic variations alter the isotopic signal, but is the frequency component of the data226

preserved? That is, do the spectra of nearby isotopic profiles in the vertical direction have227

the same power density values? In my opinion, this would be the major test of water isotope228

literature. At the end of the paper, this should be suggested (note: an analysis like this would229

require perhaps 100 years of data from multiple cores). Table 1 would suggest there may be230

large discrepancies in the frequency domain, but I also think the vertical scale of the study231

(∼ 1m) prevents any useful conclusions.232

AC:233

We agree with the reviewer that a spectral analysis of nearby firn cores is a very interesting234

approach. It is expected that temperature spectra (from climate models, for instance) will235

show deviations from d18O spectra of ice/firn cores due to post-depositional noise and diffu-236

sion. In fact, this is part of our ongoing research to obtain a better understanding of signal237

and noise in Antarctic cores. However, with respect to our manuscript we do not regard a238

spectral approach as meaningful due to the limited vertical extent of our data. In addition,239

for the rather nearby trenches we expect their spectra to be similar within uncertainty of the240

spectral estimate. In our data, we observe a quite considerable difference between variance241

levels of the mean trench profiles. For example, the estimated signal variance of the mean242

T1 profile on the inter-annual time scale of 1.15 (per mil)2 is in contrast to the value of T2243

of only 0.21 (per mil)2 (see Tab. 1 in the manuscript). This discrepancy can be attributed244

to the fact that information is lost due to the stacking of the single profiles. We will add245
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a sentence to the conclusions section that spectral analyses of firn cores would complement246

trench-like studies in order to understand the spectral shape of the noise.247

248

Throughout the paper, an accumulation value for low-accumulation sites is poorly defined.249

The results of the paper are only valid for low accumulation sites, which I guess might mean250

something like less than 15 cm ice eq/year. It should be made clear at the beginning of the251

paper, and throughout.252

AC:253

As a reference throughout the paper, we will define a low accumulation rate to mean a value254

of ≤ 10 cm water eq./year. The East Antarctic plateau typically shows accumulation rates255

below this threshold.256

This value for low-accumulation regions was now defined in the 2nd paragraph of the intro-257

duction.258

259

Suggesting that only one injection on Cavity Ring Down Spectroscopy instruments be used260

for future multi-ice core studies, in my opinion, should not be included as a suggestion in the261

paper. Although throughput would increase, current CRMS instruments cannot give reliable262

results with a single injection - precision is lost - and this can alter the frequency component263

of the signal. Plus, the deuterium excess parameter requires good precision in both d18O and264

dD for useable results.265

AC:266

Also the first reviewer has critisised our recommendation in the paper to reduce the number267

of injections on Cavity Ring Down Spectrosopy instruments down to one per sample in order268

to be able to measure more cores instead. We will better state the limitations of our sugges-269

tion in the revised manuscript.270

271

In Figure 4, seeing that the mean isotope profiles of T1 and T2 are correlated at 0.82 leads272

me to believe that clarification is needed in the text. Using a low accumulation site to extract273

temperature is problematic in many ways, and using up to 50 cores might be necessary to274

get some sort of temperature signal, but simply averaging a few isotopic profiles over some275
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depth/time is still useful to pull out a common climate signal. This must be clarified to the276

reader.277

AC:278

The significant observed seasonal correlation of 0.81 is expected from our noise model for the279

seasonal time scale: The model shows that a number of five profiles at a spacing of 10 m is280

sufficient to obtain a representative (R>0.9) isotope signal. In T1, 38 profiles are averaged281

in the mean profile, thus a large number; in T2, four profiles at optimal spacings of at least282

10 m are averaged. The recommendation of drilling 10–40 cores for a representative signal283

refers to the inter-annual case for which the signal-to-noise ratio is much smaller. Despite284

that, we observe a correlation between T1 and T2 for the inter-annual mean time series of285

0.87. However, this value should be taken with care since its significance is doubtable as the286

value is only based on five observations. Both aspects will be clarified in the manuscript in287

section 4.3.288

We discuss the correlation of 0.81 of the mean trench profiles now more clearly in section 4.1:289

We infer that the mean profiles show a regionally coherent isotope signal, consistent with the290

mean inter-profile and inter-trench correlations of single profiles. We also discuss the effect291

of the autocorrelation of the stratigraphic noise on the noise levels of trench profile stacks292

depending on the number and the spacing of the profiles.293

294

295

Answers to specific comments, anonymous referee #1:296

297

RC 1, P5610–L15:298

Based on the scheme you present the results of your measurements are not calibrated on299

the SMOW/SLAP scale. This is unfortunately a point misunderstood by many laborat-300

ories performing water isotope analysis. Technically a calibration of your samples on the301

SMOW/SLAP scale requires a two fixed-point calibration. This originates from the SMOW/SLAP302

scale definition itself where zero is defined by SMOW and the linear scale is defined by SLAP303

at -55.5 per mile (precisely). The problem with a three points linear fit is that despite the fact304

that often the R2 value of the linear fit looks excellent the actual offsets of the points from305

the calibration line are large enough to cause accuracy issues that are not easy to identify.306
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I think your measurements will strongly benefit from fixing the two extreme water standard307

points, calculating a calibration line based on those two and using the 3rd mid point as an308

accuracy check. This in the end is a measure of your “combined uncertainty” and often it309

can be slightly higher than a precision estimate that is based on the of series of injections of310

a standard water. With this in mind the 0.09 per mile precision given in the manuscript is311

absolutely the upper limit of precision and very likely the combined uncertainty of the meas-312

urements is somewhat worse. Having said this, I do not think your actual results will vary313

significantly by choosing a 2-point calibration and thus if you make a proper comment on314

the calibration scheme it will be fine not readdressing all your measurement runs. It would315

however be very nice to apply it to one run in order to get a feel of how high your combined316

uncertainty is, as estimated by checking the offset of the middle standard from the calibration317

line.318

AC:319

Please excuse that, for the sake of brevity, we have apparently not adequately described our320

measurement and correction scheme. In fact, each measurement run includes three blocks321

of standard measurements, one at the beginning, one at the end and one in the middle of322

the run. The three-point calibration as well as the memory correction is performed with, or323

respectively based on, standards from the first block, the drift correction by additionally using324

standards from the last block. To check the precision of the entire calibration and correction325

scheme, an independent standard in the middle block is measured that is neither used for326

calibration nor memory/drift correction. Our given measurement precision is based on the327

deviation of this standard from its known value. It thus yields a measure of the combined328

uncertainty of the calibration and the measurement itself. In the revised version we will add329

that the given precision is based on the evaluation of an independent standard not used for330

calibration or correction and thus represents an combined uncertainty.331

Regarding SMOW/SLAP scale we agree that, strictly speaking, the calibration is not per-332

formed onto the SMOW/SLAP scale. We will change the respective sentence to: “The333

isotopic ratios are calibrated by means of a linear three-point regression analysis with dif-334

ferent in-house standards where each standard has been calibrated to the international V-335

SMOW/SLAP scale.”336

337

RC 2, P5611–L8:338
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“Signifficantly higher density” Maybe an estimate?339

AC:340

According to the reference given, the dunes typically exhibit snow densities about 15–50 %341

higher than the mean value of the surrounding firn. We will add this information to the342

manuscript.343

This part was now considerably shortended by removing the discussion of the details.344

345

RC 3, P5612–L10:346

The numbers you give for the RMS deviations seem very low after looking at the profiles in347

Figure 1b. Is there any chance you calculated mean of differences and not an RMS value?348

AC:349

This is a misunderstanding, please excuse that this has not become clear. For a specific layer350

profile, we calculate the root-mean square deviation (rmsd) for two cases: i) between the351

layer profile and the surface height profile, and ii) between the layer profile and the horizontal352

reference (a straight line). The numbers we state in the manuscript are the differene between353

the two rmsd values. We will rewrite the entire paragraph for clarification.354

The entire paragraph was rewritten and formulated in a more concise fashion. In addition, we355

changed the terminology and now compare standard deviation values for the seasonal layer356

profiles between evaluation on absolute and surface coordinates. This reduces terminology357

since the two coordinate systems used are now introduced in the Data and Methods section.358

359

RC 4, P5612–L22 and Figure 2:360

The P–P values of the T2 d8O profiles ar about 10 per mile lower than of those from T1.361

Can you maybe comment on this?362

AC:363

The peak-peak value is an instable metric and depends strongly on the sample size. In T2364

only four profiles were sampled which likely causes the difference between both trenches (20365

per mil in T1 vs. 12 per mil in T2). More stable metrics are for example the mean and366

the standard deviation which indeed show much smaller differences between the trenches367

(mean(T1)=-44.4 per mil vs. mean(T2)=44.0 per mil; SD(T1)=3.1 per mil vs. SD(T2)=2.7368

per mil). These values are also stated in the manuscript or will be added (please see answer369
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to RC 8 of referee #2).370

371

RC 5, P5614–L11:372

For the case of an AR-1 process one would expect the correlation to continuously drop until373

it reaches values close to zero for high lag values. Here you observe a plateau at the value of374

0.5 for spacings ≥ 10m Does this imply something for the choice of the AR-1 approach for375

your lateral noise?376

AC:377

This is a misunderstanding as our model is not an AR-1 process alone, but the sum of a noise378

following an AR-1 process and a coherent signal. In P5614-L13-15 we state: “We assume379

that each profile consists of a common signal S and a noise component ε independent of the380

signal. The noise component is modeled as a first-order autoregressive process (AR(1)) in381

the lateral direction.” The inter-profile correlation then is the sum of a constant term and382

an AR(1) term that decorrelates with increasing distance between the profiles (see Eq. (2)383

in the manuscript):384

rXY = 1
1 + var(ε)

var(S)

+
var(ε)
var(S)

1 + var(ε)
var(S)

× exp
(
−|x− y|

λ

)
.385

386

The constant term assumes for a variance ratio var(ε)/var(S) = 1.1 as used in the manuscript387

a value of ∼ 0.5. We will change the legend of Fig. 5 to “AR(1) noise + signal model” to388

make it also here immediately apparent to the reader that the model consists of a noise and389

a signal component.390

For additional clarification, we added a sentence that the dependency on distance arises from391

the autocorreation of the noise.392

393

RC 6, P5614–L18:394

The term “signal to noise ratio” is normally used to describe the ratio of the powers of two395

signals. Is it appropriate to use this term when looking into the variance ratio?396

AC:397

The signal-to-noise ratio is indeed defined as the ratio of the powers of signal and noise.398

However, it is also routinely used in the related literature to describe the variance ratio (e.g.,399

Persson et al., 2011, JGR; Wigley et al., 1994, Journal of Climate and Applied Meteorology).400
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When both signal and noise are stationary stochastic processes, their respective power is401

equal to their mean-squared value; which is further identical to the variance if both have402

zero mean. An AR(1) process is stationary stochastic; however, this is not the case for the403

isotopic seasonal signal since it contains a deterministic signal, the seasonal cycle. To prevent404

misunderstandings, for the manuscript we will name it signal-to-noise variance ratio, as, e.g.,405

in Fisher et al., 1985.406

The signal-to-noise variance ratio is now introduced in the new section 3.5 referencing Fisher407

(1985).408

409

RC 7, P5617–L8:410

Preferably replace “m-scale” with “meter–scale”411

AC:412

We will adopt this change in the manuscript.413

414

RC 8, P5617–L11:415

The relatively recent literature on vapor measurements and their interpretation has certainly416

showed that the isotopic composition of the upper snow is subject to change post deposition417

and similar changes can be observed in the vapor isotopic composition. However I do not think418

that the literature has showed any solid evidence that sublimation-condensation processes are419

the mechanism driving these changes in the upper firn (it is possible indeed). A rather simple420

diffusion model can show how an underlying winter layer can significantly deplete the isotopic421

composition of the overlying enriched summer layer in a period of hours to few days, some-422

thing allowed by the extremely open porosity of the upper firn.423

AC:424

We agree with the reviewer but also think that our statement “Possibly, exchange of wa-425

ter vapour with the atmosphere by sublimation-condensation processes (Steen-Larsen et al.,426

2014), potentially accompanied by forced ventilation (Waddington et al., 2002; Neumann and427

Waddington, 2004; Town et al., 2008), acts as a further noise source.” clearly reflects that428

this is not a solid evidence but a possibility.429

This part was now entirely removed to shorten and simplify the text.430

431

RC 9, P5618–L3:432
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Indeed firn diffusion plays a strong role. Do you not think that the densification process itself433

is also a mechanism that reduces the variance caused by surface topography noise?434

AC:435

In the sampling region no densification is observed within approximately the first two metres436

of firn (J. Freitag, personal communication), the densities measured in both trenches sup-437

port this (T. Laepple et al., manuscript in preparation). Consequently, we do not consider438

densification to be important for our data set. Nevertheless we agree that below the first439

1-2 metres, where densification starts, it may influence the noise variance given the firn is440

sampled in constant intervals.441

The possibility that densification influences the post-depositional noise level has been added442

to Sect. (4.3), however, together with the statement that this is only true for undated samples443

and thus not relevant for the discussion in this section.444

445

RC 10, P5618–L23:446

I guess that you need a sinusoidal d18O signal in order to cancel out at a shift of ν/4? Also,447

your observations show a plateau at a correlation of 0.5 so you do see something different in448

fact.449

AC:450

The purpose here was to assign a physical interpretation to the observed decorrelation length451

of the noise. However, we agree with the reviewer that the attempt to relate a sinusoidal452

surface variation with the exponential decorrelation of the noise is too simplistic since the453

autocorrelation of a periodical function is again periodical, not exponential. We will remove454

this part and simply state that the observed decorrelation length of λ ∼ 1.5 m is of the same455

order of magnitude as the small-scale surface height variations, suggesting stratigraphic noise456

to be an important noise component in our records.457

458

RC 11, P5619–L2:459

Is the 1km value an educated guess?460

AC:461

The value corresponds to the rounded up distance between the trenches.462

463

RC 12, P5619–L5:464
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Your comments on the validity of the isotopic thermometer and the precipitation intermit-465

tency are certainly valid but I find them irrelevant here. Your study deals with local noise466

and further complicating the discussion with the long standing question on the validity of the467

isotopic thermometer can possibly be confusing at this point in the manuscript.468

AC:469

We agree that the additional comments on the isotopic thermometer and precipitation inter-470

mittency might confuse some readers at this point, and we will remove this part from the471

manuscript.472

473

RC 13, P5619–L15-22:474

The reader here is left guessing what you have done for this section. Which model parameters475

from T1 do you carry over for this calculation? You mention that an averaged set of T1476

profiles is used and that those profiles are chosen if they fulfill the required criteria. Can you477

be more specific? Inspecting Fig. 7 I see a feature of your model that is hard to understand478

(it also appears in Fig. 8 actually). For N = 2 and N = 3 there seems to be a discontinuity479

in your model. A “kink” is very clearly seen. I do not see any reason why your math produces480

such a feature (i am referring to the rxy definition here). Can you explain why this is the481

case?482

AC:483

i) We are sorry that this part was apparently not clearly written. We will thoroughly rewrite484

it to clarify what is being done here. ii) The “kinks” seen in the model curves in Fig.s (7)485

and (8) are not a discontinuity of the model itself, but due to the fact that the model (and486

also the data) can only be evaluated for an integer number of profiles. We will add points at487

N=1,2,3,... to the lines in each plot to make this clear.488

The discussion of the inter-trench correlations between mean profiles of T1 and T2 has now489

been moved to section 3.4 and formulated in a simpler fashion. Comparison to the model-490

based results is now carried out in the new section 3.5 together with the model-based inter-491

profile correlations. This highlights that for both cases the same parameter values are used492

which are obtained from the trench data in the text immediately above.493

494

RC 14, P5620–L20:495

Again you refer to correlation to local temperatures. This is essentially a different study and496
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your reference to weather station data sort of pops out of the blue here leaving the reader a497

bit confused.498

AC:499

We think it is important to assign a physical meaning to our term of representativity. For500

this we stick to the classic interpretation of d18O as a proxy for local temperature, thereby501

assuming that the coherent isotope signal identified in the trench record is related to local502

temperature variations. Bearing in mind issues such as meteorology and moisture source tem-503

peratures that complicate this interpretation, our representativity can then be interpreted504

as an upper bound for the correlation with a nearby weather station. True correlations will505

certainly be lower. We want to stress again our oppinion that a physical meaning of the term506

representativity is a benefit for the reader and suggest to keep this, but will of course rewrite507

the sentence to make our reasoning more transparent.508

509

RC 15, P5620–L25:510

Can you be more specific on the time scale here. Do you simply mean “time” and not “time511

scale”? Also keep in mind that nowhere in the manuscript a description on how you assigned512

a time scale is to be found. You calculate annual means but have not described how you assign513

years to your data.514

AC:515

i) We are afraid this is a misunderstanding. In our understanding the term “time scale” is516

common usage in climatology to denote a typical period of time: e.g., climate variations oc-517

cur on different time scales, from seasonal over inter-annual to decadal, centennial and longer518

variations. ii) The construction of the age-depth relationship/assignment of annual means is519

described in P5616 L4-8: “In order to obtain annual-mean d18O time series we define annual520

bins through the six local maxima determined from the averaged profile of the two mean521

trench profiles. The mean peak-to-peak distance of these maxima is 19.8 cm, consistent with522

the accumulation rate. Three alternative sets of annual bins are derived from the five local523

minima as well as from the midpoints of the slopes flanking these minima.”, but we will try524

to add a more detailed description in the results section.525

The part that describes the binning of the annual data (Section 3.3) was entirely rewritten526

together with the assignement of years to the annual data. The relevant part of section 4.2527

was rewritten to clarify our usage of the term time scale in relation to climate variations.528
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529

RC 16, P5621–L10:530

Would the simplest and best case scenario be assuming white noise?531

AC:532

Indeed, white noise would be more advantageous than autoregressive noise. However, firstly533

the detrended trench data are positively autocorrelated in the vertical direction, contradict-534

ing white noise. Secondly, white noise is physically quite unlikely. Since stratigraphic noise535

is the result of constant mixing, erosion and redistribution of the surface snow it is likely536

that adjacent layers show some inter-relation. We will change the wording to reflect that the537

first-order autoregressive noise is the best case, consistent with the available data.538

Now we base our best-case annual noise level estimate on white noise to provide a true op-539

timistic scenario. All relevant results have been updated accordingly. However, we mention540

that our data hint at an autocorrelation of the noise in the vertical direction but that the541

reliability of this finding is limited by our short data set. Therefore, the true results will542

likely be in between of our limiting estimates.543

544

RC 17, P5622–L10:545

I guess you would have to agree that the study from Graf et al has completely different bound-546

ary conditions than yours. Low cross correlations between the records in that case can be due547

to other processes that are not apparent in your case.548

AC:549

We are aware that the results obtained by Graf et al. also include other effects than just the550

stratigraphic noise. This is reflected in our manuscript (P5622-L18-21): “However, this ac-551

cordance does not necessarily mean that our worst-case scenario is the more realistic one since552

the measured cross-correlations [in the study of Graf et al.] are also subject to potential dating553

uncertainties and additional variability caused by spatially varying precipitation-weighting554

and possibly other effects.” We disagree with the reviewer that the study of Graf et al. has555

completely different boundary conditions: It was conducted in the same area, the firn cores556

are annually resolved, and they cover isotopic variations at the end of the Holocene. In557

summary, we would leave this part of the manuscript as it is.558

Nevertheless, we have rewritten this part to make clear that the low F values found by Graf et559

al. are not necessarily caused by such high annual noise levels as suggested by our worst-case560
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scenario.561

562

RC 18, P5623–L5:563

I am not sure the term “significant challenge” is appropriate here considering you only use564

data from the top 1 m of firn.565

AC:566

The corresponding part in the manuscript is: “The noise level identified in our trench data567

poses a significant challenge for the interpretation of firn-core-based climate reconstructions568

on seasonal to inter-annual time scales.” Hence, we already restrict the statement to apply569

to seasonal to inter-annual time scales only, and not in general. We will add “in our study570

region” to stress that we only make a statement for the area around Kohnen station.571

We have added that this applies to low-accumulation regions as defined in the manuscript.572

573

RC 19, P5623–L21:574

Replace “high-accuracy” with “high-precision”. It is the precision that affects the variance of575

your noise in the isotopic profiles. Accuracy issues can potentially create biases but this is576

not exactly what you are looking at.577

AC:578

We will replace “high-accuracy” with “high-precision”. We accidentally mixed up the two579

terms.580

581

RC 20, P5624–L5-7:582

I suppose you would require that the d18O signal is stationary in order to make this state-583

ment?584

AC:585

While we do not make any assumption about the d18O signal here, indeed we assume sta-586

tionarity of the post-depositional noise (before densification and diffusion which does not587

influence the ratio of stratigraphic and measurement noise). However, we feel that this is a588

reasonable assumption, at least for the late-Holocene.589

At the end of section 4.2 we now discuss that we do not expect first-order changes of the590

post-depositional noise levels over time for the Holocene given the stability of the climate in591

this period.592
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593

RC 21, P5624–L25:594

I find it problematic that after you have used a certain color for the lateral and vertical noise595

in your previous calculations, now for the case of the detection of the warming trend you only596

assume a linear slope plus white noise for the whole signal. This is far from realistic. Take a597

look at high-resolution deep ice core data – there is a plethora of information in them and they598

certainly do not look like white noise even for the case of the relatively “boring” Holocene.599

AC:600

As outlined in more detail in our answer to the general comments, we do not assume at601

any point that the Holocene climate signal is white. The purpose of the “warming detection602

thought experiment” is to provide the reader with a simple demonstration what stratigraphic603

noise implies for the detectability of a temperature trend. Here we aim for the simplest, and604

also most optimistic model which is reflected in our assumption of a pure linear trend. In-605

cluding any further signal components (internal climate variability, filtering and modification606

of the signal by meteorology etc.) would complicate the model and also the understandability607

for the reader, but also lead to more pessimistic results (thus requiring even more cores to608

detect an antropoghenic signal).609

The white-noise component arises solely from modeling the post-depositional noise. It is610

correct that on the seasonal time scale the data suggests that the post-depositional noise611

is autoregressive in the vertical direction (thus in the time domain) with a decorrelation612

length of λ ≈ 6 cm. However, on the inter-annual time scale the noise for such a λ can be613

well approximated by white noise as the power spectrum of an AR(1) process levels off on614

frequencies below the frequency associated with the decorrelation length. As an asset, white615

noise is more optimistic than AR(1) noise and here also simpler for the reader to understand.616

We will add some clarifying remarks about the relationship of the vertical noise covariance617

between seasonal and inter-annual time scales.618

As outlined earlier, we now base the best-case scenario of the annual noise level on white noise.619

Regarding the covariance of the noise on longer time scales, we generally assume white-noise620

behaviour. These information are given now together in Appendix A as a reference for the621

reader.622

623

RC 22, P5626–L16:624
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I assume that with the term “noise” here you refer to post depositional noise. I personally625

have my strong doubts that this statement is true for three reasons. Firstly a simple spectral626

analysis of the EDML high resolution data over the last 6000 years will reveal clear informa-627

tion of the diffusion process and thus past temperature. The signal to noise ratio in this case628

(and of course this varies through the core) is roughly 20-30 dB. Secondly as I have explained629

above your results are based on values that are likely an overestimate of the final contribution630

of post depositional noise since you are focusing only at the top 1m. Lastly (and here I have631

to admit I am doubting myself a bit so take this with a grain of salt..) I am not sure that the632

use of the statistical variance is proper for a deterministic periodic signal like this of d18O.633

AC:634

Regarding the reviewer’s first point we have to be cautios as the reviewer contrasts two dif-635

ferent methods. There are several things to consider:636

i) The signal-to-noise ratio (SNR) the reviewer gives in the case of inferring past temperature637

from diffusion is in our understanding the ratio of the measurement noise (the baseline in638

the d18O spectra) to the measured spectral signal. This cannot be compared to our SNR639

contrasting isotopic signal to post-depositional noise, but rather has to be compared to the640

ratio of isotopic signal to our measurement precision of 0.09 per mil. In the manuscript we641

use as an estimate for the annual signal variance a value of 0.68 (per mil)2. This gives a SNR642

of 10 log(0.68/0.092) ∼ 20 dB, similar to the reviewer’s lower bound. On longer time scales643

one should expect the signal to become stronger. However, in any case the SNR of isotopic644

signal to post-depositional noise is considerably smaller.645

ii) We are afraid that it has not become clear that we refer all our implications for the ability646

of d18O firn cores to reconstruct past climate to the classical method of interpreting d18O647

as a proxy for (local) temperature. In this context we do not intend to say that there is no648

climate signal in the EDML record over the last 6000 years, but that it might be entirely649

masked by post-depositional noise (see below our answer to the second point). We will reph-650

rase the respective passage to make this clear. We agree with the reviewer that the diffusion651

method is a powerful tool to reconstruct past temperatures. This is based on the fact that652

the temperature signal that is reconstructed is not inferred from the isotopic time series itself653

but by the diffusion acting on it. In fact, it is commonly assumed that, before diffusion, the654

d18O spectrum is initially white due to post-depositional noise (Gkinis et al. (2014), Johnsen655

et al. (2000)). We will add a clear statement to the manuscrip that all our implications refer656
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to the classical d18O method, and mention that there are other means utilizing firn cores657

for climate reconstructions (such as the diffusion method or nitrogen/argon isotope ratios)658

to which our implications do not necessarily apply.659

660

To the reviewer’s second point: It is certainly a strong assumption to apply noise levels661

inferred from the first metre of firn to a time series covering 6000 years. We will carefully re-662

phrase the respective parts to make this clear. Additionally, we admit that in the manuscript663

the effect diffusion has on the decadal post-depositional noise level has so far been neglected.664

However, even after a pessimistic estimate of the effect of diffusion, the change of our res-665

ults is small: Taking the inter-annual post-depositional noise level inferred from the trenches666

(5.9 (per mil)2 in the worst-case, 1.25 (per mil)2 in the best-case scenario) and assuming the667

inter-annual noise to be initially white, the decadal noise level is obtained by the integral over668

the diffused spectrum. Accounting for full forward diffusion with a constant diffusion length669

of 8 cm water equivalent it turns out that the inter-annual noise level is reduced by a factor670

of ∼ 0.095 instead of a factor of 1/10 for undiffusing white noise. This small difference is671

due to the fact that for the present accumulation rate at Kohnen station of 6.4 cm w.eq./yr,672

diffusion mainly acts on isotopic variations on sub-decadal time scales. For longer periods of673

time it becomes more and more negligible.674

In summary, the decadal d18O variations observed in the EDML record can still not easily675

be interpreted as climatic variations but instead might be to a large extent post-depositional676

noise. For the revised manuscript, we will add our estimate of the influence of diffusion in677

the main text and update the noise levels given in Tab. 2 accordingly.678

679

To the last point: We agree with the reviewer that in statistics, variance is strictly defined680

only in terms of random variables. However, generally climate is a mixture of stochastic and681

deterministic parts. This is exemplarily seen also in the EDML d18O time series over the682

last 6000 years which does not resemble a purely deterministic signal (see Fig. 2 of Oerter et683

al. (2004)). Using the variance in such cases is straightforward.684

In addition, we state here that our inferences about the decadal noise level in the EDML core685

are only a rough estimate since our short trench data do not allow to fully assess the decadal686

noise covariance.687

688
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RC 23, P5626–L25:689

Your phrasing on the intermittency of the accumulation may be misunderstood here. It may690

be a good idea to stress out that you are talking about post deposition (or redeposition) of691

snow causing the local variability of the accumulation.692

AC:693

Thanks for the comment; indeed we did not mean accumulation intermittency here but post-694

depositional redeposition. We will rephrase the sentence accordingly.695

696

RC 24, Appendix A:697

I would suggest that the authors spend some time to reread this section. A clean-up in the698

way symbols are used and what exactly do they mean (perhaps a table?) would be very helpful.699

In particular the use of the terms ε, ε̃, εx, εy, σ2
x, σ∗x

2 and what they represent has been very700

hard for me to follow when reading this section. I also think that since your data analysis701

is all performed in the depth domain you should substitute t with z in all the equations in702

Appendix A.703

Assuming one drills a vertical core and measures a signal X(z) then this signal can be seen704

the sum of an ideal signal S(z) plus some noise w(z) as:705

Xn(z) = Sn(z) + wn(z) (1)706

where n the index for core n drilled at lag τn. As far as I understand you consider wn(z) to be707

the sum of a white noise variance wvert(z) in the vertical direction and a variance described708

by an AR(1) process in the horizontal plane εn(z).709

So, wvert(z) has a constant value and εn(z) is (simply definition of an AR(1) process):710

εn(z) = α · εn−1(z) + wn(z) (2)711

where wn(z) is white noise and for simplicity lets assume it is the same for all cores thus712

simply summing up eq.1 and eq.2 I combine the white noise components into one and get:713

Xn(z) = Sn(z) + εvert(z) + α · εn−1(z) + wn(z) = Sn(z) + α · εn−1(z) + w′(z) (3)714
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Can you clarify where does the normalization parameter in your eq. A3 comes from? I715

can also not understand how you separate your Gaussian noise in the vertical and your AR1716

lateral in the math. Can you be more specific as to what is the difference between your ε̃n−1(t)717

and εn(t). In the text ε̃ is described as white noise but in eq. A3 it looks like AR(1).718

Additionally since S(t) represents an “ideal” noise-free signal how do you practically calculate719

the var(S) quantity as seen in several of the equations in the manuscript?720

In the beginning of the derivation of eq. A5 you calculate the mean value X(t), you run721

the indexes from 1 to N but for some reason the variable n is kept in the subscript. Is this722

correct?723

AC:724

We are sorry that the derivation given in the appendix was not presented comprehensibly725

enough. For the revised manuscript, we will re-write the entire derivation in a more concise726

and understandable fashion, including a clean-up of the nomenclature.727

To the individual points:728

We agree that it is more appropriate to use z as the vertical variable instead of t and will729

follow this advice. We will also add a table of symbols summarising the different definitions.730

The factor
√

1− a2 is not a result of the derivation but was introduced as a normalization so731

that the variance of the AR(1) noise series is unity. However, this introduction is actually not732

necessary and unfortunately led to a small mistake in the manuscript regarding nomenclature733

of the noise variances which, however, does not affect the actual results. For the revised734

manuscript, we will not use the this normalization and better separate the nomenclature of735

the noise (see below).736

The noise term ε̃n of profile n was introduced to be following a first-order autoregressive737

process in the horizontal direction. Thus, according to the definition of an AR(1) process,738

this noise term splits into the term aε̃n−1 arising from the autocorrelation of the noise with739

the previous profile, and a term εn which is noise drawn from random variables that are in-740

dependent and identically distributed (white or Gaussian noise). For the revised manuscript,741

for the sake of clarity, we will change the notation as follows: The autocorrelated noise will742

be termed wn, the independent white noise component of each noise profile εn. Then, w is743

the noise term that can be identified with the horizontal trench variance in the main text,744

and not ε as accidentally given.745
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It is unfortunately a misunderstanding that we separate the noise into a vertical and a746

horizontal component. The only further assumptions about the modelled post-depositional747

noise is that it is stationary in both the horizontal and the vertical direction, and that its748

variance is isotropic. Thus, the noise term of a trench profile can be described by a single749

term. We will state these assumptions more clearly in the revised version of the appendix. A750

potential depth-dependency of the noise becomes relevant for averaging the trench data from751

seasonal to lower (e.g. inter-annual) resolution. This depth-dependency is then represented752

by the covariance of the noise in vertical direction for which the two cases in the main text753

are discussed (autoregressive noise similar to the horizontal direction (best case), or complete754

inter-dependence of the noise on the sub-annual time scale (worst case)). We will also describe755

this discussion in greater detail in the revised manuscript.756

An exact estimate of the signal variance, var(S), is not necessarily needed, since our model757

results depend only on the signal to noise variance ratio, var(S)/var(ε). For the seasonal758

time scale, this ratio can be estimated from the inter-profile correlation (Fig. 5) as it is done759

in the manuscript, and is then used throughout the manuscript for the noise model on this760

time scale. However, for the inter-annual time scale, individual estimates of the annual signal761

and noise variance are necessary. The annual signal variance is approximated by the mean762

of the variances of the mean annual d18O trench time series. This assumes that the noise763

in the time series is sufficiently averaged out by the stacking of the profiles. We will clarify764

the respective parts in the manuscript to make our approach and the underlying assumptions765

more clear to the reader.766

The reason why the variable n is kept in the subscript in the beginning of Eq. (A5) is that n767

denotes the horiztonal position of the profile along the trench; thus n1 refers to the position768

of profile number 1, nN to the prosition of profile number N . We will simplify the entire769

nomenclature in the revised version of the appendix to avoid such ambiguity.770

We present an entirely new version of appendix A with an alternative and more concise de-771

rivation of our statistical noise model. In addition, we support our derivation with a table772

summarising the used nomenclature, a figure depicting a model firn trench, and a figure il-773

lustrating the dependency of the relative effective noise variance of a profile stack, σ∗2{i}, on774

the number and spacing of averaged profiles. Further, we extend the appendix by a section775

discussing the esimation of all relevant parameters used in the noise model.776

777
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Answers to specific comments, anonymous referee #2:778

779

RC 1, P5607-L3-4:780

The stated text “the strong relationship between the isotopic ratios in precipitation and local781

air temperature” should be clarified. This is valid at large distances (latitude scale). Variab-782

ility at a single ice core site will also depend on the trajectory of individual storm tracks, and783

for example, the location of low pressure zones that influence meteorology. This means that784

there is both a local temperature effect and an atmospheric effect. This is also mis-represented785

later in the paper using the Monte Carlo simulation.786

AC:787

Thank you for this comment. We will remove the adjective “strong” from the cited sentence788

as the relationship between precipitation and local temperature depends both on the spatial789

as well as temporal scale considered – as you mentioned and as we describe later in the in-790

troduction. In addition, we will better clarify in the manuscript here that local d18O also791

depends on the specific trajectory of a given precipitation event and thus on meteorology.792

However, still we think that our approach for the Monte Carlo simulations is valid as we aim793

to provide the optimistic boundary case which provides an upper bound for the reconstruction794

of a local temperature trend. We will describe our underlying assumptions for the Monte795

Carlo approach more clearly – in this context please see also our answers to the general796

comments.797

The relevant part in the Introduction was now removed to shorten the manuscript at this798

point.799

800

RC 2, P5607–L13-16:801

It is mis-leading to say that outside of large-scale temperature shifts (how big? glacial-802

interglacial size shifts?) it is often too hard to extract climate information. There is still803

climate information, such as multi-year or decadal oscillations, but perhaps finding a temper-804

ature signal in a low accumulation site is too hard. Please clarify. What sort of temperature805

shift? What does low accumulation even mean (less than 15cm ice eq/yr perhaps)?806

AC:807

We are sorry that our definition in the manuscript of non-climate noise as “the part of the808

isotopic record that cannot be interpreted in terms of large-scale temperature variations” was809
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ambiguous. We refer the term “large-scale” here to large spatial scales, not to the amplitude810

of the temperature variation. We will point this out more clearly by writing “in terms of811

regional or larger-scale temperature variations”.812

From this interpretation it follows that any local effects on the isotopic record (meteorological813

and post-depositional influences) are interpreted as non-climate noise in our manuscript. To814

our knowledge there is so far no solid evidence that decadal isotope variations observed at815

a single low-accumulation site, for example in the EDML deep ice-core record, can be inter-816

preted in terms of regional temperature oscillations (as evidenced by a significant correlation817

to independent climate data). Thus, we think that our statement “may often be too high to818

accurately extract a climatic signal” is appropriate.819

We will define low-accumulation here as being less than 10 cm water eq./year, please see also820

our answer to comment RC 4.821

822

RC 3, P5607–L21-23:823

What are non-climate influences? Do you mean noise, that must be averaged to get climate824

over something like 30 years or greater? This is at least partially explained in the rest of the825

paragraph. Perhaps state “short-term processes” or “small spatial scale processes” instead of826

“non-climate influences”.827

AC:828

We do not limit our definition of “non-climate influence” to noise on small spatial or short829

temporal scales, but include any influence that leads to isotopic variations (or, respectively,830

variations of any other temperature proxy) that cannot be interpreted as a regional or larger831

scale temperature signal. We will rephrase our sentence here to point out that we refer again832

to our earlier definition of non-climate noise (see our comment on RC 2).833

834

RC 4, P5608–L23:835

Please define low-accumulation.836

AC:837

Albeit being a subjective choice, we will adopt as a definition of low accumulation a value of838

≤ 10 cm water eq./year – all the deep ice core sites on the East-Antarcic plateau exhibit less839

accumulation.840
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For our manuscript, low-accumulation regions are now defined explicitly in the 2nd paragraph841

of the Introduction.842

843

RC 5, P5609-L21:844

Please state the accumulation rate in m ice eq./yr for comparison to other ice core sites.845

AC:846

As the unit m ice eq./year is dependent on the the value adopted for the density of ice we847

would prefer to change the unit to m water eq./year which is common usage in the ice-core848

sciences as well. The numerical value of the annual mean accumulation rate at Kohnen sta-849

tion would only change by order of magnitude then, being 64× 10−3 m water eq./year.850

851

RC 6, P5609-L27:852

What is a “spirit level”?853

AC:854

A device with a glass tube filled with liquid and a bubble of air to test whether a surface is855

level by the position of the bubble.856

857

RC 7, P5611-L5-14:858

This paragraph is excellent and useful. Describing the structure of the surface of the snow,859

and at what locations along the horizontal trench line, allows the reader to form ideas about860

how this may affect the isotope profiles in the vertical direction.861

AC:862

Thank you.863

864

RC 8, P5611-L15:865

Please also include a standard deviation value, in addition to mean, max, and min.866

AC:867

The standard deviation of d18O values over the entire trench T1 is 3.1 per mil, over entire868

T2 2.7 per mil. We will add this information to the manuscript.869

870

RC 9, P5611-L19:871

What is a “high” d18O value? In the next line, please give standard deviation, not variance.872
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This sentence is important, but very confusing. Likewise in line 23, what is a lower d18O873

value. Please use enriched or depleted.874

AC:875

We meant “high” and “low” in relation to the respective mean value. However, using “en-876

riched” and “depleted” instead is more appropriate – thanks for this suggestion.877

878

RC 10, P5612-L2:879

What is an “isoline”? Please define somewhere above this sentence for clarity. The rest of880

the paragraph is similarly confusing, and because of its importance, it should be carefully re-881

written. Give accumulation rate in m ice eq.yr. Do “lateral layer profiles” refer to isolines?882

The nomenclature is difficult to follow.883

AC:884

An isoline is a curve along which some variable (here, d18O) has a constant value. We will885

add this definition to the paragraph. The lateral layer profiles are thus not identical to isolines886

since the former follow the seasonal maxima and not a specific constant d18O value. We will887

re-write the paragraph for clarification.888

We have rewritten and simplified this part of the manuscript. The additional nomenclature889

of an isoline is not needed any longer.890

891

RC 11, P5612-L23-24:892

What are “inter-profile deviations” referring to? Deviations of isolines? Try to use one com-893

mon description, rather than many types. In general, I can interpret what the author means894

over the preceding two paragraphs, but it should be defined more clearly.895

AC:896

This paragraph discusses the d18O profiles of T2 (Fig. 2) – we will add “d18O” in line 22 to897

clarify this. We will change “inter-profile deviations” to “differences between the profiles”.898

This part has been rewritten.899

900

RC 12, P5613-L2-5:901

I cannot understand what this sentence means: “On the horizontal dimension of the trenches,902

the observed lateral variance (Fig. 3) reflects processes that are not related to variations of903

atmospheric temperatures as these are coherent on this spatial scale. According to the ter-904
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minology adopted here, the lateral variance is non-climate noise.” Do you mean that local905

temperature and regional atmospheric circulation should cause variations in vertical isotopes906

profiles, while horizontal profiles are affected by something else, such as post depositional907

movement superimposed on the natural climate variability? Also, please do not use “lateral”,908

as this can mean “side-to-side” in the vertical or horizontal direction, and when used on its909

own, is confusing to the reader. Try to define nomenclature early in the paper, and stick to910

that nomenclature throughout.911

AC:912

Yes, you understood it correctly. However, we will re-phrase the sentence to make it easier913

to understand. In addition, we will add a paragraph to the “Data and Methods” section914

introducing the coordinate systems used in the manuscript together with a corresponding915

nomenclature.916

The discussion of the horizontal isotopic variance observed in T1 as well as the relevant figure917

was now removed from the manuscript in order to shorten and simplify the manuscript. We918

only state the observed mean horizontal variance in the text as it is later needed for the919

statistical noise model.920

921

RC 13, P5613-L17-25:922

For this paragraph: 1) The first sentence repeats previous rationale. 2) In line 22, a mean923

of what? Units? It is unclear what is being discussed at this point. 3) Why do you call this924

“classical”? Can you include a reference? 4) In line 25, the author mentions vertical shifting,925

but it is not entirely clear why this is introduced? Is this peak matching with a max shift of926

12cm? The entire paragraph needs to be clarified.927

AC:928

We will re-write the entire paragraph. In detail we will make the following changes: 1) We929

will shorten the first sentence. 2) In line 22, we discuss the correlations between single profiles930

of T1 and single profiles of T2. Hence we will write “mean correlation of ...” instead of just931

“a mean of ...” for the sake of clarity. 3) We called snow pits “classical” opposed to our more932

extensive two-dimensional sampling in the trenches. However, as this might be mis-leading933

we will remove the word “classical” and will include the reference to McMorrow et al. (2002)934

as an example of a snow-pit study. 4) Allowing for a vertical shift before correlating a profile935

of T1 with a profile of T2 is necessary as we don’t have an exact height reference of T1936
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relative to T2. We will introduce this at the beginning of the paragraph.937

938

RC 14, P5615-L5:939

By “independent of the signal”, do you mean the climate signal?940

AC:941

Yes. We will add the word “climate” for clarification.942

This part was moved to Appendix A to simplify the manuscript at this point.943

944

RC 15, P5615-L24:945

It might be worth noting that the missing d18O winter values could have been a winter where946

very little precipitation fell (the seasonality effect).947

AC:948

This is indeed a possibility and we will add this to the manuscript.949

950

RC 16, P5617-L14:951

Spatial precipitation intermittency on scales of km’s is not relevant to this study as the952

trenches are only spaced at 500m.953

AC:954

We agree to remove this part as we explicitly discuss possible causes of lateral isotopic vari-955

ance only for the spatial scale of the trenches.956

957

RC 17, P5618-L3:958

The attenuation of the signal with depth *must* be mainly explained by diffusion. Using the959

term ‘likely’ disregards physics. I think this paragraph can be shortened considerably to say:960

diffusion attenuates the signal with depth, and in the upper few meters, ventilation can cause961

even larger attenuation of the signal.962

AC:963

We will shorten the paragraph considerably as you suggest (including an entire removal of964

the diffusion model).965

966

RC 18, P5618-L28:967

What do you mean by “the remaining correlation”?968
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AC:969

We meant the correlation that remains after the small-scale stratigraphic noise is decorrel-970

ated. We will rephrase the sentence to make this clear.971

972

RC 19, P5619-L22:973

What “criteria”? You mean, “the following criteria”? Or something else?974

AC:975

We will thoroughly rewrite this part to clarify what is being done here; see also answer to976

RC 13 of referee #1.977

978

RC 20, P5620-L1:979

At this point, I have become somewhat lost. While the larger picture remains clear, the details980

are confusing. For example, “representativity” is difficult to interpret in many instances.981

AC:982

We will shorten and simplify the discussion of Fig. 7 to make the general picture more clear983

to the reader. Regarding the term of representativity that is introduced, we will emphasize984

the physical interpretation of the term as being an upper bound for the correlation with local985

temperature. We bear in mind that meteorology (storm tracks, moisture source, etc.) and986

possibly other effects complicate this simple interpretation. Hence, the representativity can987

be at most an upper bound. Please see also our answer to RC 14 of referee #1.988

Discussion of Fig. 7 is now carried out in section 3.4 to improve the logical structure of the989

manuscript here and in general.990

991

RC 21, P5623-L5-7:992

You must state in this sentence that the interpretation of firn-core-based climate reconstruc-993

tions is challenging for *low accumulation sites* and state what accumulation value(s). For994

high accumulation sites, the interpretation is quite straightforward. As this important sen-995

tence is written, it is mis-leading.996

AC:997

We will add the information that this is true for low-accumulation sites (≤ 10 cm water998

eq./year).999

1000
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RC 22, P5625-L22:1001

It should be clarified that low accumulation firn cores do not show a coherent signal at high-1002

frequencies (i.e. probably at sub-decadal scales, depending on the accumulation rate).1003

AC:1004

We will add to our statement “single isotope profiles obtained from low-accumulation regions1005

are poorly correlated and do not show a coherent signal” that this applies, based on our data,1006

at least to sub-decadal time scales.1007

1008
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Abstract

In low-accumulation regions, the reliability of δ18O-derived temperature signals from ice
cores within the Holocene is unclear, primarily due to small Holocene

:::
the

::::::
small climate

changes relative to the intrinsic noise of the isotopic signal. In order to learn about the rep-
resentativity of single ice cores and to optimise future ice-core-based climate reconstruc-5

tions, we studied the stable-water isotope composition of firn at Kohnen station, Dronning
Maud Land, Antarctica. Analysing δ18O in two 50 m long snow trenches allowed us to cre-
ate an unprecedented, two-dimensional image characterising the isotopic variations from
the centimetre to the hundred-metre scale. Our results show a clear seasonal layering of
the isotopic composition , consistent with the accumulation rate, as well as high lateral

:::
but10

::::
also

::::
high

::::::::::
horizontal isotopic variability caused by local stratigraphic noise. Based on the hor-

izontal and vertical structure of the isotopic variations, we derive a statistical model for the
stratigraphic noise . Our model

:::::
noise

::::::
model

::::::
which successfully explains the trench dataand

:
.
::::
The

::::::
model

::::::
further

:
allows to determine an upper bound of

::
for

:
the reliability of climate recon-

structions from
::::::::::
conducted

::
in

::::
our

:::::
study

:::::::
region

:::
on seasonal to inter-annual time scales, de-15

pending on the number and the spacing of the cores taken.Implications for our study region
include that reliably detecting a warming trend (0.1decade−1) in 50of data would require
∼ 10–50 replicate cores with a horizontal spacing of at least 10. More generally, our results
suggest that in order to obtain high-resolution records of Holocene temperature change, fast
measurements, thus allowing multiple cores, are more important than to minimise analytic20

uncertainty as the latter only plays a minor role in the total uncertainty.

1 Introduction

Ice cores obtained from continental ice sheets and glaciers are a key climate archive.
They store information on past changes in temperature in the form of stable water iso-
topes (EPICA community members, 2006), in greenhouse gas concentrations via trapped25
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air (Raynaud et al., 1993) and in many other parameters such as accumulation rates (e.g.,
Mosley-Thompson et al., 2001) or aerosols (e.g., Legrand and Mayewski, 1997).

The quantitative interpretation of stable water isotopes builds on the strong relationship
between the isotopic ratios in precipitation and local air temperature (??) . Analysis of
the isotope ratios recorded in single deep ice cores provided milestones in the palaeo-5

climate research, including the investigation of glacial-interglacial climate changes (Petit
et al., 1999) and the existence of rapid climate variations within glacial periods (Dansgaard
et al., 1993).

In contrast to this coherent view
:::
the

:::::::::
coherent

::::
view

::::::::::::
established from polar ice cores on

::
for

:
millennial and longer time scales, the reliability of single ice cores as archives of the10

Holocene climate evolution is less clear (Kobashi et al., 2011). The small amplitude of
Holocene climate changes and the aim to reconstruct them at a

:::::::
climate

:::::::::::
parameters

:::
at

high temporal resolution poses a challenge to the interpretation of ice-core signals. This is
especially true for low-accumulation sitesas here the

:
;
:::::::
defined

:::::
here

:::
for

:::::::::::::
accumulation

:::::
rates

:::::
below

::::::::::::::::::
100mm w.eq. yr−1

::::::
which

::::::
holds

:::
for

:::::
large

:::::
parts

:::
of

:::
the

:::::
East

:::::::::
Antarctic

::::::::
Plateau.

:::::::
There,15

:::
the

:
non-climate noise – to which we refer in this manuscript as the

:::
that

:
part of the iso-

topic record that
::::::
which cannot be interpreted in terms of large-scale temperature variations

:::::::::::
temperature

::::::::::
variations

:::
on

::::::::
regional

:::
or

::::::
larger

:::::::
scales;

:::::::
hence

:::::::::
including

::::
any

:::::::::::::::
meteorological,

::::
pre-

::::
and

::::::::::::::::
post-depositional

:::::::
effects

::::
that

::::::::::
additionally

:::::::::
influence

::::
the

:::::::
isotopic

::::::::::::
composition – may

often be too high to accurately extract a climatic
:::::::::::
temperature

:
signal (Fisher et al., 1985).20

Despite the challenges, quantifying the Holocene polar climate variability is the key foun-
dation to determine the range of possible future climate changes (e.g., Huntingford et al.,
2013, and references therein) as well as to test the ability of climate models in simulating
natural climate variability (Laepple and Huybers, 2014).

The quantitative estimation of climate variability from proxy data
::::::::
therefore

::
re-25

quires an understanding of
:::
the

:
non-climate influences

:::::
noise

:
in order to separate

them from the climate signal (e.g., Laepple and Huybers, 2013). Several mecha-
nisms influence the isotopic composition of snow prior to and after its deposition
onto the ice sheetand thus cause

:
.
::::

On
:::::::

larger
:::::::
spatial

::::::::
scales,

:
non-climate noise in

3
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ice-core signals
::::::::
variability

:::::
may

:::
be

:::::::::::
introduced

:::
by

::::::::
different

:::::::::
moisture

::::::::::
pathways

::::
and

:::::::
source

:::::::
regions

::::::::::::::::::::::::::
(e.g., Jones et al., 2014) as

::::
well

:::
as

::::::
spatial

::::
and

:::::::::
temporal

::::::::::::
precipitation

::::::::::::
intermittency

::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
(Persson et al., 2011; Sime et al., 2009, 2011; Laepple et al., 2011) . Irregular deposition
caused by wind and surface roughness along with spatial redistribution and erosion of
snow is a major contribution to non-climate variance

::
on

::::::::
smaller

:::::::
spatial

:::::::
scales

:
(“strati-5

graphic noise”) (Fisher et al., 1985)
:
,
:::::::::::::::::::
Fisher et al., 1985 ). Wind scouring can additionally

remove entire seasons from the isotopic record (Fisher et al., 1983). Non-climate variability
may further be introduced by spatial as well as temporal precipitation intermittency
(Persson et al., 2011; Sime et al., 2009, 2011) . After deposition, vapour

::::::
Vapour

:
exchange

with the atmosphere by sublimation-condensation processes (Steen-Larsen et al., 2014)10

can influence the isotopic composition of the surface layers; diffusion of vapour into or out
of the firn driven by forced ventilation (Waddington et al., 2002; Neumann and Wadding-
ton, 2004; Town et al., 2008) may represent an additional component of post-depositional
change. Finally, diffusion of water vapour through the porous firn smoothes isotopic varia-
tions from seasonal to inter-annual and possibly

::
or longer time scales, depending on the15

accumulation rate (Johnsen, 1977; Whillans and Grootes, 1985; Cuffey and Steig, 1998;
Johnsen et al., 2000).

In the last two decades, a growing number of studies analysed to which extent
:::
the

::::::::::::::
representativity

:::
of single ice cores record a representative climate signal on

::
in

:::::::::
recording

sub-millennial time scales
::::::
climate

:::::::::
changes. One well-studied region is Dronning Maud20

Land (DML) on the East Antarctic Plateau. Comparing 16 annually resolved isotope
records from DML spanning the last 200

::::
Here, Graf et al. (2002) found low signal-

to-noise variance ratios of 0.14 for oxygen isotope ratios and 0.04 for accumulation
rates. Karlöf et al. (2006) analysed

:::
(F )

::
in
:

200 year -long records of oxygen isotopes and
electrical properties in five cores with inter-site spacings of 3.5–7km and

:::
long

:::::::::
firn-core25

:::::::
records

:::
for

::::::::
oxygen

::::::::
isotopes

:::::::::::
(F = 0.14)

::::
and

:::::::::::::
accumulation

::::::
rates

:::::::::::
(F = 0.04).

:::
On

::
a
:::::::
similar

::::
time

:::::::
scale,

::::::::::::::::::
Karlöf et al. (2006) detected no relationship between the cores except for

volcanic imprints . This result is consistent with Sommer et al. (2000a, b) who studied

::
in

:::::::::
electrical

::::::::::
properties

::::::
apart

:::::
from

:::::::::
volcanic

::::::::
imprints

:::::::::
between

::::
firn

::::::
cores.

:::::::::
Similarly,

:
high-

4
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resolution records of chemical trace species from three DML shallow ice cores (inter-site
distances of ∼ 100–200km) and discovered

::::::::::::::::::::::::::::::::
(Sommer et al., 2000a, b) showed

:
a lack of

inter-site correlation on decadal time scales. Reconstructed accumulation rates showed
a weak but significant correlation between two cores only on time scales larger than
30(Sommer et al., 2000a) . The low representativity of single low-accumulation records was5

also
::::::
These

:::::::
results

:::::
were

:
supported by process studies comparing observed and simulated

snow pits, the latter modelled by combining backward trajectories with a Rayleigh-type
distillation model (Helsen et al., 2006) . While

:::::::
snow-pit

::::::::
isotope

:::::
data

::::::::::::::::::::
(Helsen et al., 2006) .

::::::::
Whereas

:
the model-data comparison exercise was reasonably

:::
was

:
successful for coastal

high-accumulation regions of DML, it largely failed on the dryer East Antarctic plateau. Such10

a relationship
:::::::
Plateau.

:::::
This

::::::::::::
dependency between accumulation rate and the signal-to-noise

ratio of ice cores was further demonstrated in different studies across the Antarctic continent
(Hoshina et al., 2014; Jones et al., 2014; McMorrow et al., 2002).

A similar question of representativity also arises for Artic and Greenlandic records,
although the higher accumulation rates generally lead to a higher signal content15

(??Gfeller et al., 2014) .
Despite this large body of literature, quantitative information about the signal-to-noise

ratios and the noise itself is mainly limited to correlation statistics of nearby cores. While
a relatively good understanding of stratigraphic noise exists in Arctic records (Fisher et al.,
1985), this does not apply to large parts

::::::::::::::::
low-accumulation

::::::::
regions

:
of Antarctica where20

the environment is markedly different with the accumulation being
::::::::::::
accumulated

::::::
snow

::
is

considerably reworked in and between storms (Fisher et al., 1985).
Here we provide a direct visualisation and analysis of the signal and noise in an

::::
East

Antarctic low-accumulation region by an extensive two-dimensional sampling of the firn
column in two 50 m long snow trenches. Our approach, for the first time, offers a de-25

tailed quantitative analysis of the spatial structure of isotope variability on a centimetre to
hundred-metre scale. This is a first step towards a signal and noise model to enable quan-
titative reconstruction

:::::::::::::::
reconstructions of the climate signal and its

::::
their uncertainties from

ice cores.
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2 Data and methods

Near Kohnen station
:::
on

:::::::::
Dronning

:::::
Maud

:::::
Land, close to the EPICA deep ice core drilling site

on Dronning Maud Land (EDML, −75.0◦ S, 0.1◦ E, altitude 2892m a.s.l., mean annual tem-
perature−44.5◦C, mean annual accumulation rate 64kgm−2 yr−1

::::::::::::::::
64mm w.eq. yr−1, EPICA

community members, 2006), two 1.2 m deep , 1.2m wide and approximately 45 m long5

trenches in the firn, named T1 and T2, were excavated during the austral-summer field
season 2012/2013 using a snow blower. Each trench was aligned perpendicularly to the
local snow-dune direction. The horizontal distance between the starting points of T1 and
T2 was 415m.

To provide an
:::
An absolute height reference , vertically aligned bamboo poles were stuck10

into the snow every 60cm applying
:::
was

:::::::::::
established

::::::
using

::::::::
bamboo

::::::
poles

::
by

:::::::::
adjusting

:::::
their

:::::::
heights

::::::
above

:::::::
ground

:::::
with a spirit level. Additionally,

:
A

:::::::
control

::::::::::::::
measurement

::::
with

:
a laser

level device was used to check the bamboo pole heights, yielding
:::::::
yielded in each snow

trench a vertical accuracy better than 2cm. No absolute height reference between the two
trenches could be established, but, based on a stacked laser level measurement, the verti-15

cal difference between the trenches was estimated to be less than 20cm.
Both trenches were sampled for stable-water-isotope analysis with a vertical resolution of

3cm. In T1, 38 profiles were taken at variable horizontal spacings between 0.1 and ∼ 2.5m.
In T2, due to time constraints during the field campaign, only four profiles at positions of
0.3, 10, 30and40m from the trench starting point were sampled. All firn samples (a total20

number of N = 1507) were stored in plastic bags and transported to Germany in frozen
state. Stable isotope ratios were analysed using Cavity Ring-Down Spectrometers (L2120i
and L2130i, Picarro Inc.) in the isotope laboratories of the Alfred Wegener Institute

:::::
(AWI)

in Potsdam and Bremerhaven. The isotope ratios are reported in the usual delta notation in
per mil (‰) as25

δ =

(
Rsample

Rreference
− 1

)
× 103 , (1)
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whereRsample is the isotopic ratio of the sample (18O/16O) andRreference that of a reference.
The isotopic ratios are calibrated to the international V-SMOW/SLAP scale by means of a

::::
with

::
a linear three-point regression analysis with different

:::::
using in-house standards

::
at

:::
the

:::::::::
beginning

:::
of

:::::
each

:::::::::::::
measurement

:::::::::::
sequence,

::::::
where

:::::
each

:::::::::
standard

::::
has

::::::
been

::::::::::
calibrated

::
to

:::
the

::::::::::::
international

:::::::::::::::
V-SMOW/SLAP

::::::
scale. Additionally, a linear drift-correction scheme and5

a memory-correction scheme (adapted from van Geldern and Barth, 2012) is applied.
The memory correction allows the reduction of repeated measurements per sample; here,
we have used ,

::::::
using

:
three repeated measurements instead of six suggested for Picarro

instruments when no memory correction is applied, thereby approximately halving the
measurement time

:::
per

:::::::
sample. The analytical precision of the calibrated

:::
and

:::::::::
corrected

:
δ18O10

measurements of all trench samples is on average
::
is

:::::::::
assessed

:::
by

::::::::::
evaluating

::::::::::
standards

::
in

:::
the

:::::::
middle

::
of

:::::
each

::::::::::::::
measurement

::::::::::
sequence.

:::::
This

::::::
yields

::
a

::::::
mean

::::::::::
combined

:::::::::::::
measurement

::::::::::
uncertainty

:::
of 0.09‰ .

::::::::
(RMSD).

:::
For

::::
the

:::::::::
analysis

::
of

::::
the

::::::::::::::::
measurements,

:::
we

::::
set

::::
up

::::
two

:::::::::::
coordinate

::::::::
systems

::::
for

:::::
each

::::::
trench

:::::
(Fig.

:::
1).

:::::::
Surface

::::::::::::
coordinates

:::::
refer

::
to

::
a

:::::
local,

:::::::::::
curvilinear

:::::::
system

::::
with

::::::::::
horizontal

::::
axis15

:::::::::
tangential

::
to

::::
the

::::::::
surface

::::::
height

::::::
profile

:::::
and

:::::::
vertical

::::
axis

:::::::::
denoting

::::
the

:::
firn

::::::
depth

::::::
below

::::
the

::::
local

::::::::
surface.

:::::::::
Absolute

::::::::::::
coordinates

::::::
adopt

::::
the

::::::
mean

::::::::
surface

::::::
height

:::
as

::
a
::::::::::
reference

:::
for

::
a

:::::::
straight

:::::::::
horizontal

:::::
axis,

::::::::::
completed

:::
by

:::
an

::::::::
absolute

::::::
depth

::::::
scale.

3 Results

3.1 Trench isotope records20

The firn samples obtained from trench T1 provide a two-dimensional image of the δ18O
structure of the upper ∼ 1m of firn on a horizontal scale of ∼ 50m (Fig. 2a).

The surface height profile of the trench exhibits a snow topography which is typical
for

:::::::
reflects

::::
the

:::::::
typical

::::::
snow

:::::::::::
topography

::
of

:
the sampling region . It is characterised by

small-scale dunes with their main ridges elongated parallel to the mean wind direction25

, significantly higher density than the surrounding firn, and typical spatial dimensions of

7
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4m width, 8m length and 20cm maximum height (Birnbaum et al., 2010). Trench T1 fea-
tures one prominent dune located between 25–40m, accompanied by a dune valley be-
tween ∼ 8–18m, and some smaller-scale height variations. The peak-to-peak amplitude of
the large dune undulation is ∼ 10cm, the entire height variations exhibit a standard de-
viation (SD) of 2.9cm. The trench surface height profile is adopted as a local coordinate5

system (surface coordinates), the mean surface height serves as reference for absolute
coordinates.

Overall, the trench δ18O record shows a diverse picture. The delta values observed in T1

::::
(Fig.

::::
2a)

:
span a range from −54 to −34‰ with a mean of −44.4‰

:::
(SD

:::::::
3.1‰). A similar

range of −50 to −38‰ is observed in T2 (Fig. 3) with a mean of −44.0‰
::::
(SD

:::::::
2.7‰).10

We can clearly identify
::::::
identify

::::::
eight

::
to

::::
ten

:
alternating layers of high and low

::::::::
enriched

:::
and

:::::::::
depleted

:
isotopic composition in the T1 record. Following the surface undulations, the

::::
The uppermost layer (first 6cm

::::::
relative

:::
to

:::
the

:::::::::
surface)

::::::::::
essentially

:::::::
shows

::::::::
enriched

:::::::
(mean

::
of

::::::::
−42.7‰) shows high but also strongly variable δ18O values between −54 and −34‰

with a variance of 19(‰)2, thereby already spanning
:::
(SD

:::::::
4.4‰),

:::::
thus

:::::::
already

:::::::::
covering the15

range of the entire trench record. Less negative
::::::::
enriched

:
values tend to be located in the

valleys, however, the limited data do not allow to conclude whether this is a general feature.
Located below this first layer

::
In

:::
an

:::::::::
absolute

::::::
depth

::
of

:::::::::
5–20cm, a band of generally lower

:::::
more

::::::::
depleted

:
δ18O values is found in an absolute depth of 5–20cm, likewise following the

snow surface but exhibiting less horizontal variability with a range of −53 to −46‰.20

To further analyse the layering, we track the pronounced maxima and minima of δ18O
values along the trench by automatically determining the local extrema of each isotope
profile and visually assigning summer and winter to these extrema, resulting in lateral
seasonal layer profiles as a function of depth (Fig. 2b). Implicitly this assumes that the
past isotopic isolines are also temporal isolines which is a rough approximation considering25

the highly variable isotopic composition of the surface layer (Fig. 2a). Our results of the
seasonal layer profiles will thus likely overestimate the respective surface height profile of
each past season. To analyse the similarity between the past seasonal layer profiles and the
present surface, we calculate the root-mean-square deviation (rmsd) between the vertical

8
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anomalies, i.e., the mean-subtracted seasonal layer profiles, and the horizontal reference
as well as the present surface height profile. We find that the first summer layer follows
the present surface undulations (rmsd difference of 1.8cm between the comparison to
the horizontal and the surface profile reference). The next three layers show on average
a much weaker link with the present surface (rmsd difference of 0.5cm), and the layers5

below 40cm are on average horizontally aligned (difference of −0.8cm). Comparably to the
present surface undulations, the vertical layer anomalies feature peak-to-peak amplitudes of
6–24cm (average SD of 3.7cm). Supporting our above assumptions, the vertical separation
of the observed lateral layer profiles is approximately 20cm, in accord with the local
mean annual accumulation rate of snow (64kgm−2 yr−1) and the mean firn density of10

ρfirn = 340kg m−3 measured in trench T1. The layering is strongly perturbed primarily

:::::::::
compared

:::
to

:::
the

::::
first

:::::
layer

:::::
with

:
a
::::::
range

:::
of

::::
−54

:::
to

:::::::
−45‰

::::::
(mean

:::::::::
−48.5‰,

::::
SD

:::::::
1.9‰).

::::
The

:::::::
layering

::::::::
appears

::::::::
strongly

:::::::::
perturbed

:
in the depth of∼ 60–100cm for profile positions< 30m.

Here, a broad and diffuse region of rather constant δ18O values around −40‰ is present

:::::::::
observed,

:
together with a very prominent, 20cm-thick feature of high delta values between15

18 and 28m.
The four

::::
The

::::
four

:::::
δ18O

:
profiles obtained from trench T2 (Fig. 3) show similar results

:::::::
features

::
as trench T1. Roughly five seasonal cycles can be identified, however, with

remarkable inter-profile deviations especially
::::
We

::::
can

:::::::
identify

::::::::
roughly

::::
five

::::::
cycles

:::
in

:::::
each

::::::
profile.

:::::::::
However,

::::
the

:::::::
profiles

:::::::
diverge

:::::::::::::
considerably at depths of 50–90cm . This

:::::
which

:
coin-20

cides with the region of strong perturbations identified in T1. As in trench

::
To

:::::::
further

:::::::::
analyse

:::
the

::::::::
isotopic

:::::::::
layering,

::::
we

::::::::::
determine

::::
the

::::::::::::
pronounced

:::::
local

::::::::
maxima

:::
and

::::::::
minima

:::
of

:::::
each

:
T1 , the T2 profiles suggest a direct relation between the isotopic

layeringand the local snow height profile for the surface snow, i.e., till a depth of 10–20cm.
Below that, the profiles diverge considerably (not shown) but show a better alignment on25

absolute coordinates (
::::
δ18O

::::::
profile

::::
and

::::::::
visually

:::::::
assign

::::::::
summer

::::
and

::::::
winter

::
to

::::
the

:::::::
depths

::
of

:::::
these

:::::::::
extrema.

::::
This

:::::::
results

::
in

:::::::::::
consecutive

::::::::::
horizontal

:::::::
curves

::::::
tracing

::::
the

:::::::
vertical

:::::::::
positions

::
of

::::::::
seasonal

::::::::
extrema

::::::
along

:::
the

:::::::
trench

:::::::::
(seasonal

:::::
layer

::::::::
profiles,

:
Fig. 3).

9
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3.2 Single-profile representativity

On the horizontal dimension of the trenches, the observed lateral variance
:::
2b).

::::::::::
Assuming

:::
that

:::::::::::
respective

::::::::
isotopic

::::::::
extrema

:::::::
occur

::
at

::::
the

::::::
same

::::::
point

:::
in

:::::
time

::::::::::::::::
(summer/winter),

::::
the

::::::::
seasonal

::::::
layer

::::::::
profiles

::::::
reflect

::::
the

::::::::
surface

:::::::
height

:::::::
profile

:::
for

::
a
::::::

given
:::::::::

season.
:::::::::
However,

:::::::::::
considering

:::
the

::::::
highly

::::::::
variable

::::::::
isotopic

:::::::::::
composition

:::::::::
observed

:::
at

:::
the

:::::::
current

:::::::
trench

:::::::
surface5

(Fig. ??)reflects processes that are not related to variations of atmospheric temperatures
as these are coherent on this spatial scale. According to the terminology adopted here,
the lateral variance is non-climate noise. The link between the lateral

::::
2a),

::::
this

::
is

::
a
::::::
rough

:::::::::::::
approximation

::::
and

:::
the

:::::::::
seasonal

:::::
layer

:::::::
profiles

::::
will

:::::
likely

::::::::::::
overestimate

:::
the

:::::
past

:::::::
surface

::::::
height

:::::::
profiles.

::::::::::::::
Nevertheless,

::::
the

::::::::
vertical

:::::::::::
undulations

:::
of

::::
the

:::::
layer

::::::::
profiles

::::::
show

:::::::::::::
peak-to-peak10

::::::::::
amplitudes

::
of

::::::::
6–24cm

:::::::::
(average

:::
SD

::::::::
3.7cm),

:::::::::::
comparable

::
to

::::
the

:::::::
present

:::::::
surface

::::::::::::
undulations,

:::
and

::::
the

:::::::
layers

:::
are

:::::::::
vertically

:::::::::::
separated

:::
by

:::::::::::::
approximately

:::::::
20cm,

::
in
::::::::

accord
::::
with

::::
the

:::::
local

:::::
mean

:::::::
annual

:::::::::::::
accumulation

:::::
rate

::
of

::::::
snow

::::::::::::::::::
(64mm w.eq. yr−1)

::::
and

::::
the

::::::
mean

:::
firn

::::::::
density

::
of

::::::::::::::::
ρfirn = 340kg m−3

::::::::::
measured

::
in

::::::
trench

::::
T1.

::
To

::::::
study

:::
the

:::::::::
similarity

::::::::
between

:::
the

:
seasonal layer

profiles of the isotopic composition and the present snow surface decreases with depth15

(Fig. 2b
:::::::
surface

::::::
height

:::::::
profile,

:::
we

:::::::::
calculate

:::
the

:::::::::
standard

::::::::
deviation

:::
of

::::
their

::::::
height

:::::::::::
differences

:::::::::
(SDsurface;

:::::::
hence,

::::
the

::::
SD

:::
of

:::::
each

:::::
layer

:::::::
profile

:::
on

::::::::
surface

::::::::::::
coordinates). This has direct

consequences for the analysis of the lateral variability of δ18O values (Fig. ??). For the first
20cm, the lateral variance is significantly higher when evaluated on absolute coordinates
than on surface coordinates (mean of 16.0(‰)2 vs. 7.8(‰)2, p= 0.1

::
is

::::::::::
compared

::
to

::::
the20

::::::::
standard

:::::::::
deviation

::
of

::::
the

:::::
layer

::::::::
profiles

:::
on

::::::::
absolute

::::::::::::
coordinates

:::::::::
(SDhoriz).

:::
We

::::
find

::::
that

::::
the

:::
first

:::::
layer

:::::::
profile

::::::
closely

:::::::
follows

::::
the

:::::::
present

::::::::
surface

::::::::::::::::::::::::::
(SDhoriz−SDsurface = 1.8cm). For older

firn layers (z < 20cm) the situation seems to reverse with a mean of 3.6(‰)2 in the former
and 4.5(‰)2 in the latter case. In both cases, the lateral variance shows a pronounced
drop from high values in the surface layer to rather constant values deeper in the firn. The25

overall mean lateral variability of the
:::::::
second

:::::
layer

:::::::
profile,

:::
the

::::
link

::::
with

::::
the

:::::::
surface

::
is

:::::::
weaker

:::::::::::::::::::::::::::
(SDhoriz−SDsurface = 1.5cm),

::::
and

:::
the

:::::
layer

:::::::
profiles

::::::
below

::::::
20cm

:::
are

:::
on

::::::::
average

:::::::::::
horizontally

:::::::
aligned

:::::::::::::::::::::::::::::
(SDhoriz−SDsurface =−0.6cm).

:::::
This

::::
can

::
be

::::::::::
explained

:::
by

:::
an

::::::
annual

::::::::::::::
reorganisation

10
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::
of

:::
the

::::::::::::
stratigraphy

:::
so

:::::
that

::::::::
aligning

:::
the

::::::::
isotopic

::::::::::
variations

:::
on

:::::::::
absolute

::::::::::::
coordinates

::
is

:::
on

:::::::
average

::::::
more

:::::::::::
appropriate

::::
than

::::
the

::::::::::
alignement

::::::::::
according

::
to

::
a

:::::::
specific

:::::::
surface

::::::
height

:::::::
profile.

::::
The

:::::::
positive

:::::::::::::::
autocorrelation

:::::
with

::
a

::::::::::::
decorrelation

:::::::
length

:::
of

:::::::
∼ 6cm

::::
that

::
is
::::::

found
:::::

from
::::

the

:::::::
vertical T1 record is σ2l,T1 ' 5.9(‰)2.

::::
δ18O

::::::::::
variations

:::::
after

:::::::::::
subtraction

::
of

::::
the

::::::
mean

::::::
trench

::::::
profile

::
is

::::::::::
consistent

::::
with

::::
this

:::::::::::
hypothesis.5

Due to the rather
:::
on

::::::::
average

:
horizontal stratigraphy of the isotopic composition in the

deeper trench parts
::::::
larger

::::
part

::
of

:::
the

:::::::
trench

::::::
record all further plots and calculations will refer

to the horizontal reference and not to the actual snow surface.
:::
be

:::::::::
evaluated

:::
on

:::::::::
absolute

:::::::::::
coordinates.

The observation of such a considerable lateral variance or noise level poses the10

questions on how representative single firn profilesfrom low-accumulation sites are, and
how much they reflect the original climate signal that is sought to be reconstructed. One
indicator for the similarity of profiles is

3.2
:::::::::::::
Single-profile

::::::::::::::::
representativity

::::
The

::::::::
isotope

:::::::
record

:::
of

:::::::
trench

:::
T1

::::::
(Fig.

::::
2a)

:::::::
allows

:::
to

::::::::
quantify

:::::
the

::::::::::
horizontal

::::::::
isotopic15

:::::::::
variability

::
of

::::
the

::::::
snow

:::::
and

::::
firn

::::::::
column

::
in

::::
our

::::::
study

::::::::
region.

::::
We

::::::::
observe

:::::::::::::
considerable

:::::::::
horizontal

::::::::::
variability

:::::
with

::
a
:::::::

mean
:::::::::

variance
:::

of
:::::::::::::::::
σ2h,T1 ' 5.9(‰)2,

::::::::
directly

:::::::::
affecting

::::
the

::::::::::::::
representativity

:::
of

:::::::
single

:::::::
trench

::::::::
profiles.

:::
To

:::::::
mimic

::::
the

:::::::::
potential

:::::::
result

:::::::::
obtained

:::::
from

::::::::::
correlating

::::
two

::::::
snow

::::
pits

::::::
taken

::
at

::
a
:::::::::
distance

::
of

:::::::
500m,

:::::::::
similarly

:::::
done

:::
in

::::::
many

::::::::
firn-core

:::::::
studies

::::::::::::::::::::::::::::
(e.g., McMorrow et al., 2002) ,

::::
we

:::::::::
calculate

:
the pairwise Pearson correlation co-20

efficient . The possible correlations (N = 152) between single profiles of T1 and single
profiles of T2

:
.
::::
We

::::::::
account

:::
for

:::::::::
potential

::::::::
surface

::::::::::::
undulations

:::::::::
between

::::
the

:::::::::
trenches

:::
by

:::::::
allowing

:::::::::
bin-wise

::::::::
vertical

:::::
shifts

:::
of

::::::::
±12cm

::::::::
between

::::
the

::::
T1

::::
and

:::
T2

::::::::
profiles

::
to

::::::::::
maximise

::::
their

:::::::::::
correlation.

:::::
The

::::::::::
estimated

::::::::::::
correlations

:
(Fig. 4) are substantially scattered around

a mean
::::::::::
correlation

:
of ∼ 0.50 (1SD = 0.13). Each single correlation mimics the potential25

result obtained from correlating two “classical” snow pits taken at a distance of 500m. Due
to the lack of an absolute height reference between the trenches, vertical shifting of the T2
profiles of up to ±12cm is allowed to maximise the correlations.

::::::::::
SD = 0.13).

:
The relative

11
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majority (∼ 43%) of the profile pairs shows an optimal
::
all

::::::::
possible

:::::::
profile

:::::
pairs

::::::::::
(N = 152)

::::::
shows

::
a

::::::::::
maximum

::::::::::
correlation

:::
at

::
a

:
shift of +3cm which is well below the estimated up-

per vertical height difference of the trenches.Our results indicate that only by chance the
classical snow-pit method can yield two profiles that share significant common features (half
of the profile pairs show a correlation ≤ 0.49, only two pairs (∼ 1.3%) exhibit a correlation5

above 0.8). In general, due to the inherent noise, single firn profiles cannot be regarded as
representative recorders of isotopic proxy signals on the vertical scales analysed here.

3.3
:::::
Mean

:::::::
trench

::::::::
profiles

3.4 Spatial noise structure

To quantify the spatial noise structure in the trench isotope record, we investigate the10

inter-profile correlation as a function of profile spacing (Fig. 6). To this end, all possible
profile pairs for a given spacing are selected, allowing a tolerance in the lateral position
of 5%, and the mean inter-profile correlation of the pairs is calculated. The correlation
approaches one for nearest neighbours and rapidly drops with increasing inter-profile
distance before it stabilises around a value of ∼ 0.5 for spacings & 10m

:::::::
Spatial

:::::::::
averaging

::
is15

::::::::
expected

:::
to

::::::::
improve

:::
the

::::::::::
correlation

:::::::::
between

:::
the

:::::::::
trenches

::::::::::
compared

::
to

:::
the

::::::
single

::::::::
profiles.

This spatial correlation structure can be described using a simple statistical model:
We assume that each profile consists of a common signal S and a noise component ε
independent of the signal. The noise component is modeled as a first-order autoregressive
process (AR(1)) in the lateral direction. The inter-profile correlation coefficient can then be20

expressed (see Appendix A) as

rXY =
1

1 + var(ε)
var(S)

{
1 +

var(ε)

var(S)
exp

(
−|x− y|

λ

)}
.

Here, var(ε)/var(S) =: F−1 is the inverse of the signal-to-noise variance ratio of the
profiles, |x− y| is the inter-profile spacing, and λ denotes the decorrelation length of the

12
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autocorrelation. The variance ratio determines the limit of Eq. (3) for |x− y| →∞. It is
estimated from the data using the mean inter-profile correlation for the profile spacings
between 10–35m, giving a value of F−1 = 1.1± 0.1. An estimate of the decorrelation
length is obtained from the lateral δ18O variations of

:::
We

:::::::::
therefore

:::::::::
correlate

::::
the

::::::
mean

::::::
trench

:::::::
profiles

:::
of

:
T1 by calculating the autocorrelation at a lag of ∆`= 1m. To account5

for the irregular lateral sampling, we apply the Gaussian kernel correlation discussed in
Rehfeld et al. (2011) and find that the noise correlation has decreased to 1/e at a distance
of λ' 1.5m.

The signal-to-noise variance ratio can also be directly estimated from the data if we
identify the noise variance with the mean lateral trench variance, var(ε) = σ2l , and assume10

that the noise is isotropic and independent of the signal. Then, the signal variance var(S)
can be estimated with the mean down-core variance σ2v (T1: σ2v,T1 ' 9.5(‰)2,

:::
and

::::
T2,

:::::::
allowing

::::::
again

:::
for

::::::::
bin-wise

::::::::
vertical

:::::
shifts

::
of

::::
the

:
T2 : σ2v,T2 ' 7.3(‰)2) reduced by the noise

variance. For T1 we obtain var(S)' σ2v,T1−σ2l,T1 = 3.6(‰)2. This gives a variance ratio
of ∼ 1.6 which is of the same order of magnitude as the estimate from the inter-profile15

correlationbut slightly underestimates the signal strength.

3.4 Trench mean profiles

The spatial mean of all T1
:::::
profile

::
to

::::::::::
maximise

:::
the

:::::::::::
correlation.

:

::::
The

::::::
mean

:::::::
trench

:
profiles (Fig. 5) is highly correlated with the spatial mean of the

T2 profiles
:::
are

:::::::
highly

::::::::::
correlated

:
(rT1,T2 = 0.81

:::
for

:::
an

::::::::
optimal

:::::
shift

::
of

::::::::
+3cm;

:::::::::
p= 0.01,20

::::::::::
accounting

:::
for

::::
the

:::
full

:::::::::::::::
autocorrelation

:::::::::
structure

::::
and

::::::::
allowing

::::
for

:::::::
vertical

:::::::
shifting), indicat-

ing a common seasonal isotopic signal reproducible over a spatial scale of at least 500m.
It is interesting to note that this value is above most of the single inter-profile

::::::::::
inter-trench

correlations (Fig. 4). Due to the surface undulations, the number of existing observations
evaluated on absolute coordinates varies for the first three depth bins. To obtain non-biased25

mean profiles, only the depth range covered by all profiles is used in the averaging process.
A vertical shift of the mean T2 profile of ±12cm was allowed to maximise the correlation
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and, consistent to the results obtained for single profiles, an optimal shift of +3cm was
obtained. In both

::
In

:::::
both

:::::
mean

:
profiles, we observe five seasonal cycles spanning a range of ∼ 6–7‰ at

the surface, but being attenuated further down and exhibiting no clear sinusoidal shape in
the “fourth” year (65–90cm depth )

:::::
depth

::::::
range

::
of

:::::::::
65–90cm. Interestingly, this obscured part5

without any clear signal of
::::::
clearly

:
depleted δ18O “winter” values is found in both trenches,

indicating that this feature persists over several hundred of metres
::
at

:::::
least

::::
500

:::
m and is

thus likely of climatic origin. ,
:::::
e.g.,

:
a
:::::::
winter

::::
with

:::::::::
unusually

::::
low

::::::::::::
precipitation.

:
Despite the sta-

tistically significant correlation(p= 0.01, accounting for the full autocorrelation structure and
allowing for vertical shifting of±12cm), ,

:
pronounced differences between the mean profiles10

are present, such as a significantly lower
::::
more

::::::::::
depleted,

:::::::::::
respectively

::::::
more

:::::::::
enriched,

:
iso-

topic composition of the T2 mean between 50–80cmand a considerably higher one within
depths up to ∼ 40cm as well as for the lowermost region of the trenches.

In order to obtain
::
To

:::::::::
analyse

:
annual-mean δ18O time series we define annual bins

through
:::
use

::::::::
different

:::::::
binning

::::::::
methods

:::
to

:::::::
average

::::
the

:::::::::
seasonal

::::::
trench

::::
data

:::::
with

::::
bins

:::::::
defined15

::
by

:::
(1)

:
the six local maxima determined from the averaged profile

::::::::
average of the two mean

trench profiles. The mean peak-to-peak distance of these maxima is 19.8cm, consistent
with the accumulation rate. Three alternative sets of annual bins are derived from the ,

:::
(2)

:::
the

:
five local minimaas well as from

:
,
:::
(3)

:
the midpoints of the slopes flanking these

minima.
::::::::::
ascending

::::::
slopes

::::::::
flanking

::::
the

::::::::
maxima

:::::
and

:::
(4)

::::
the

:::::::::
midpoints

:::
of

::::
the

:::::::::::
descending20

:::::::
slopes.

::
To

::::::::
display

:::
the

:::::
data

:::
on

:::
an

:::::::::
absolute

::::
time

:::::
axis

:::
we

:::::::
assign

::::
the

::::
year

::::::
2012

::
to

::::
the

::::
first

::::::
annual

::::
bin.

:
The annual-mean time series derived from these four

::
the

:::::
four

::::::::
possible

:::::::
binning

sets are averaged to obtain a single time series for each trench (Fig. 5). The correlation of
the average annual-mean δ18O time series of 0.87+0.07

−0.20::::::::::::::::
rT1,T2 = 0.87+0.07

−0.20:(range represents
the four binning methods) is comparable to that of the mean seasonal profiles (0.81). How-25

ever, five observations of annual means are too short to reliably estimate the correlation
and its significance.
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4 Discussion

3.4
:::::::
Spatial

:::::::::::
correlation

::::::::::
structure

Climate reconstructions based on proxy data rely on the assumption that at least part
of the measured signal is related to a climate parameter, such as temperature in case
of ice/firn-core derived

:::
We

:::::
have

:::::::
shown

::::
that

:::::::
spatial

::::::::::
averaging

::::::::::::
significantly

:::::::::
increases

::::
the5

::::::::::
correlation

::::::::
between

::::
the

:::::::::
trenches.

:::
To

::::::
learn

:::::
more

::::::
about

::::
the

::::::
spatial

:::::::::::
correlation

:::::::::
structure

::
of

:::
the

:::::::
trench

:::::::
isotope

:::::::
record,

::::
we

:::::::::::
investigate

:::
(1)

::::
the

:::::::::::
inter-profile

::::::::::
correlation

:::
as

::
a
:::::::::

function
::
of

::::::
profile

::::::::
spacing

:::
for

:::
T1

::::
and

::::
(2)

:::
the

::::::::::::
inter-trench

::::::::::
correlation

:::::::::
between

::::::::
different

:::::
sets

::
of

::::::
mean

:::::::
profiles

::::
from

:::
T1

::::
and

::::
the

::::::
mean

:::
T2

:::::::
profile.

::::
The

:::::::::::
inter-profile

::::::::::
correlation

:::
is

:::::::::
estimated

:::
as

::::
the

::::::
mean

::
of

::::
the

:::::::::::
correlations

:::::::::
obtained

:::::
from10

::
all

:::::::::
possible

:::
T1

:::::::
profile

:::::
pairs

::::::::::
separated

::::
by

::
a

::::::
given

::::::::
spacing,

:::::::::
allowing

::
a
::::::::::
tolerance

::
in

::::
the

:::::::::
horizontal

::::::::
position

::
of

:::::
5%.

::::
For

:::
the

:::::::::::
inter-trench

:::::::::::
correlation,

::::
we

::::::
define

::
a
:::
T1

:::::::
profile

:::::
stack

:::
as

:::
the

:::::::
spatial

::::::::
average

::::::
across

::
a
:::::::
certain

::::::::
number

::
of

::::
T1

:::::::
profiles

::::::::::
separated

:::
by

::
a

:::::
given

:::::::::
distance,

:::
and

::::::::::
determine

:::
all

::::::::
possible

::::::::::
equivalent

:::::::
stacks.

::::
The

:::::::::::
inter-trench

:::::::::::
correlation

::::
with

:::
the

::::::
mean

:::
T2

::::::
profile

::
is

:::::
then

::::::::
recorded

:::
as

::::
the

::::::
mean

:::::::
across

:::
the

::::::::::::
correlations

::::::::
between

::::
the

::::::
mean

:::
T2

::::::
profile15

:::
and

:::
all

::::::::
possible

:::
T1

:::::::
stacks.

:

::::
The

:::::::::::
inter-profile

:::::::::::
correlation

:::::::::::
approaches

:::::
one

:::
for

::::::::
nearest

:::::::::::
neighbours

::::
and

:::::::
rapidly

::::::
drops

::::
with

::::::::::
increasing

:::::::::::
inter-profile

:::::::
spacing

:::::::
before

:
it
:::::::::
stabilises

:::::::
around

::
a
::::::
value

::
of

:::::
∼ 0.5

:::
for

:::::::::
spacings

::::::
& 10m

:::::
(Fig.

:::
6).

::::
For

:::
the

:::::::::::
inter-trench

:::::::::::
correlation,

:::
we

::::
find

::
a
:::::::
steady

::::::::
increase

::
in

::::
the

::::::::::
correlation

::::
with

:::
the

::::
T2

:::::::::
reference

:::::
with

::::::::::
increasing

::::::::
number

:::
of

:::::::
profiles

::::::
used

::
in

::::
the

:::
T1

:::::::
stacks

:::::
(Fig.

:::
7).20

:::::::::::
Additionally,

::::
the

::::::::::
correlation

::::::::::
increases

::::
with

::
a

:::::
wider

::::::::
spacing

:::::::::
between

:::
the

::::::::::
individual

:::::::
profiles

::
of

:
a
::::::
stack.

:

::::
The

::::::::::
observed

::::::::::
decrease

:::
of

::::
the

::::::::::::
inter-profile

:::::::::::
correlation

:::::
with

::::::::::
distance

:::::::::
suggests

:::
a

:::::::::
horizontal

:::::::::::::::
autocorrelation

::
of

::::
the

::::::::
isotopic

:::::::::::::
composition.

:::::::
Indeed,

:::
a

:::::::
positive

:::::::::::::::
autocorrelation

::
of

:::
the

::::::::::
horizontal

:
δ18O (?) .However, proxy signals are inherently noisy with uncertainties25

arising prior to deposition of the proxy into the archive, post-depositionally during
archive storage, as well as later in the human sampling and measurement process
(?Laepple and Huybers, 2013; ?) .

:::::::::
variations

:::
of

:::
T1

::::
with

::
a

::::::::::::
decorrelation

::::::
length

:::
of

:::::::::
λ' 1.5m
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::
is

:::::
found

:::
by

:::::::::
applying

::
a
::::::::::
Gaussian

::::::
kernel

:::::::::::
correlation

::::::::::::::::::::::::::
(Rehfeld et al., 2011) which

:::::::::
accounts

::
for

::::
the

:::::::::
irregular

::::::::::
horizontal

::::::::::
sampling.

:::
As

::::
we

:::
do

::::
not

::::::::
expect

::::
any

:::::::::::::::
climate-related

::::
part

:::
of

:::
the

::::::::
isotopic

:::::::
record

:::
to

:::::
vary

::::
on

::::::
such

::::::
small

:::::::
spatial

::::::::
scales,

:::
we

:::::::::
attribute

::::
the

::::::::::
observed

::::::::::::::
autocorrelation

::
to

::::::
noise

::::::::
features.

3.5
::::::::::
Statistical

::::::
noise

:::::::
model5

::::
The

:::::::::::
inter-profile

::::::::::
correlation

:::::::::
provides

::
an

:::::::::
estimate

::
of

::::
the

::::::::::::::
signal-to-noise

:::::::::
variance

::::
ratio

:::
F

::
of

:::::
single

::::::::
profiles

:::::::::::::::::::
(Fisher et al., 1985) ,

:

F = rXY /(1− rXY ) .
:::::::::::::::::::

(2)

::::::::::
Neglecting

::::
the

:::::::::::
small-scale

::::::::::::
correlation,

:::
we

:::::::::
estimate

:::
F

::::::
from

::::
the

:::::
data

::::::
using

::::
the

::::::
mean

::::::::::
inter-profile

:::::::::::
correlation

:::
for

::::
the

::::::
profile

::::::::::
spacings

::::::::
between

:::::::::
10–35m

::::
and

::::
find

::::::::::::::
F = 0.9± 0.1.10

::::::
Based

:::
on

::::
our

:::::::::
findings,

:::
we

::::::::
develop

:::
a

::::::
simple

::::::::::
statistical

:::::::
model:

::::
We

::::::::
assume

:::::
that

:::::
each

::::::
trench

::::::
profile

::::::::
consists

:::
of

:::
the

:::::
sum

::
of

::
a

::::::::
common

:::::::
climate

::::::
signal

:::
S

::::
and

:
a
::::::
noise

:::::::::::
component

::
w

:::::::::::
independent

:::
of

:::
the

:::::::
signal.

::::
The

:::::
noise

:::::::::::
component

::
is

:::::::::
modelled

:::
as

::
a

:::::::::
first-order

::::::::::::::
autoregressive

:::::::
process

::::::::
(AR(1))

:::
in

:::
the

::::::::::
horizontal

::::::::::
direction.

::::::
Then,

::::
the

:::::::::::
inter-profile

:::::::::::
correlation

::::::::::
coefficient15

::::::::
between

:::::::
profiles

:::
X

::::
and

::
Y

:::::::::
becomes

::
a

::::::::
function

::
of

:::::
their

:::::::
spacing

::
d
:::::
(see

:::::::::
Appendix

:::
A),

:

rXY =
1

1 +F−1

{
1 +F−1 exp

(
−d
λ

)}
.

:::::::::::::::::::::::::::::::::::::

(3)

:::::
Here,

:::::::::::::::::::::
F−1 = var(w)/var(S)

:::
is

::::
the

:::::::
inverse

:::
of

::::
the

:::::::::::::::
signal-to-noise

:::::::::
variance

::::::
ratio.

::::::
Using

:::
our

:::::::::
estimate

::::
for

::
F

:::::
and

::::
the

::::::
value

::::
for

::
λ

:::::::::
obtained

:::
in

::::
the

:::::::::
previous

::::::::
section,

::::
the

:::::::
model

::::::::::
reproduces

::::
the

:::::::::
observed

::::::::::::
inter-profile

:::::::::::
correlations

:::::
(Fig.

:::
6).

:::::::::
Applying

::::
the

::::::
same

::::::::::
parameter20

:::::::
values,

:::
the

::::::::::
theoretical

:::::::::::
inter-trench

:::::::::::
correlation

::::
(Eq.

:::::
A15)

::
is

::::
also

:::
in

:::::
good

::::::::::
agreement

:::::
with

:::
the

::::::::
empirical

:::::::
results

:::::
(Fig.

:::
7).

::::
This

:::::::::
validates

:::
the

::::::
model

::::
and

::::
the

::::::::::
parameter

::::::
values

::::::
(F, λ)

:::::
from

:::
the

:::::::::::
intra-trench

::::::::
(∼ 10m)

::
to

::::
the

:::::::::::
inter-trench

::::::
spatial

::::::
scale

::::::::::
(∼ 500m).
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4
:::::::::::
Discussion

Our trench data confirm earlier results that individual firn records of δ18O
::::::::
firn-core

:::::::
records

from low-accumulation regions are strongly influenced by local noise (Fisher et al., 1985;
Karlöf et al., 2006). However, going

:::::
Going

:
beyond this finding, our two-dimensional δ18O

dataset
::::
data

::::
set also allows to determine the spatial structure and to learn about the causes5

of the noise. In this section, we discuss our findings in the context of the possible noise
sources and derive implications for

::::::::
seasonal

::
to

:
inter-annual climate reconstructions based

on firn cores.

4.1 Trench δ18O variance levels
::::::
Local

:::::::::::::
stratigraphic

::::::
noise

::::
and

:::::::::
regional

::::::::
climate

::::::
signal10

A hypothetical, horizontally stratified trench with zero isotopic variance in lateral direction

:::::::
without

::::::::::
horizontal

::::::::
isotopic

:::::::::::
variations

:
would yield perfectly correlated single profiles.

However, in the actual trenches we observe a high lateral variance (see Fig. ?? for
T1) with a mean variance that is comparable to the mean

::::::::
Opposed

:::
to

:::::
that,

:::
our

::::::::
records

:::::
show

::
a

:::::::::
significant

::::::::::
variability

::
in

::::::::::
horizontal

::::::::
direction

::::
with

::::::
mean

::::::::::
variances

:::::::::::::::::

(
σ2h,T1 ' 5.9(‰)2 ,15

::::::::::::::::
σ2h,T2 ' 5.3(‰)2

)
::::
that

::::
are

:::::::
smaller

::::
but

::
of

::::
the

:::::
same

::::::
order

::
of

:::::::::::
magnitude

::
as

::::
the

::::::
mean down-

core variance (Table 1).
:::::::::
variances

:::::::::::::::::

(
σ2v,T1 ' 9.5(‰)2 ,

::::::::::::::::::
σ2v,T2 ' 7.3(‰)2

)
.
::
In

::::::::::::::
consequence,

::::::::
coherent

::::::::
isotopic

::::::::
features

:::::::::
between

::::::
single

::::::::
profiles

::::::::::
separated

:::
by

::::
the

:::::::
trench

::::::::
distance

::::
are

::::
only

::::::
found

::
by

:::::::
chance

:::::
(Fig.

::
4:

::::
the

:::::::
median

:::::::::::
correlation

::
is

:::::
0.49,

::::
only

:::
for

::::
two

:::::
pairs

:::::::::
(∼ 1.3%)

:::
the

::::::::::
correlation

::
is

:::::::
> 0.8).

::::::
Thus,

::::::
single

:::
firn

::::::::
profiles

:::::
from

:::
our

::::::
study

:::::::
region

:::
are

:::
no

::::::::::::::
representative20

:::::::::
recorders

::
of

::::::::
climatic

:::::::
isotope

:::::::
signals

:::
on

:::
the

::::::::
vertical

::::::
scales

:::::::::
analysed

:::::
here.

:

Several pre- and post-depositional effects induce lateral variance of the firn
layer, the relative importance of each varies on the spatial scales considered.
Starting on the m-scale, the principal contribution is induced by the surface
roughness, closely related to snow drift events including spatial redistribution,25

erosion, reworking and dune formation (“stratigraphic noise”, Fisher et al., 1985) .
Possibly, exchange of water vapour with the atmosphere by sublimation-condensation
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processes (Steen-Larsen et al., 2014) , potentially accompanied by forced ventilation
(Waddington et al., 2002; Neumann and Waddington, 2004; Town et al., 2008) , acts as
a further noise source. Going to larger spatial scales (& 1km), spatial precipitation
intermittency (e.g., ?Persson et al., 2011; Sime et al., 2009, 2011) presents an additional
component, influencing a certain snow layer via spatially varying precipitation weighting.5

The down-core variance includes the isotopic signal from seasonal and
longer climate variations. In addition, the vertical isotope record is also subject
to modifications arising prior to and after the deposition of snow. Temporal
precipitation intermittency can bias the δ18O record (Laepple et al., 2011) but
also induces vertical variability caused by inter-annual variations of the timing10

of precipitation events (Persson et al., 2011; Sime et al., 2009, 2011) . Diffusion
of water vapour through the porous firn along seasonal isotopic gradients
(Johnsen, 1977; Johnsen et al., 2000; Whillans and Grootes, 1985; Cuffey and Steig, 1998) obscures
seasonal and longer isotopic cycles, depending on the accumulation rate. Forced ventilation
acts perpendicular to the pressure isolines in the firn, generated by the steady wind flow15

across the undulating surface (Waddington et al., 2002) . Depending on the dune
undulations, this may enhance the vertical diffusion in the first tens of centimetres of firn
and shorten the time for the snowpack to reach isotopic equilibration.

The pronounced drop in the lateral variance with depth (Fig. ??) can likely be
explained by isotopic diffusion. This is suggested by a simple numerical estimate20

diffusing an artificial trench record that initially exhibits a rectangular isotope
variation (25% summer precipitation)as well as a sinusoidal surface topography with
a wavelength of 10m and a peak-to-peak amplitude of 10cm (Fig. ??, see
Appendix B for details). While these are promising results, the theoretical estimate of
Waddington et al. (2002) as well as a numerical diffusion model including forced ventilation25

by Neumann and Waddington (2004) showed that the true rate of diffusion in the first metre
might be higher. Furthermore, Town et al. (2008) demonstrated that forced ventilation also
attenuates the seasonal cycle. In total, at the current stage of investigation we are not able
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to clarify the importance of water vapour exchange and forced ventilation. For this, more
field measurements and a thorough numerical treatment are necessary.

4.2 Spatial structure of lateral variance

In Sect. ?? we showed that
:::
On

::::
the

::::::::::
horizontal

::::::
scale

:::
of

:
the inter-profile correlation as

a function of profile spacing (Fig. 6) can be described by a common signal overlayed by5

lateral noise following an AR(1) model.
This demonstrates firstly that each single trench profile features a local isotopic signal

common only over a few metres which is induced by small-scale covarying noise. The
decorrelation length of ∼ 1.5m of this noise is related to the intermittent deposition of
snow and, in particular, to the dune scale: A sinusoidal surface height variation with10

a wavelength ν of . 10m would lead to zero autocorrelation for a shift of ν/4, similar
to our observations. While the real surface topography is more complicated, it suggests

::::::::
trenches

:::::::::::::
(∼ 10–500m),

:::
we

:::::::
expect

::::
that

::::::::::::
stratigraphic

:::::
noise

:::::::::::
dominates

:::
the

::::::::
isotopic

:::::::::
variations

:::::::::::::::::::
(Fisher et al., 1985) .

::::
The

:::::::::
observed

:::::::
length

:::::
scale

::
of

::::
the

:::::::::
horizontal

:::::::::::::
decorrelation

::
of

::::
the

:::::
noise

::::::::::
(λ∼ 1.5m)

::
is
:::::::

similar
:::
in

::::::::::
magnitude

:::
as

:::::
that

:::
on

::::::
which

::::
the

:::::
local

:::::::::::
small-scale

::::::::
surface

::::::
height15

:::::::::
variations

::::::
occur,

::::::::::
indicating

:
that stratigraphic noise is an important

::
in

::::
fact

::::
the

::::::::::
prominent

noise component in our δ18O records. In addition, vapour exchange with the atmosphere
driven by forced ventilation might contribute to the overall noise level since it is likewise
related to the surface roughness. Secondly, the remaining

::::
data.

:

:::::::
Despite

::::
the

:::::
low

::::::::::::
single-profile

::::::::::::::::
representativity,

::::
the

:::::::
trench

:::::::
record

:::::::::
contains

::
a
::::::::

climate20

:::::
signal

:::::::::::
becoming

:::::::::
apparent

::::::::
through

::::
the

:::::::::::
inter-profile

::
correlation of ∼ 0.5 for inter-profile

spacings of
:::::::::
remaining

:::
on

:::::::
scales

:::
on

::::::
which

::::
the

::::::::::::
stratigraphic

:::::
noise

::
is
:::::::::::::

decorrelated
:
(& 10m,

implying roughly the same amount of signal and noise variance in single profiles, is due to
a regionally coherent

:
).

::
It

::::::::
appears

::
to

:::
be

:::::::::
regionally

:
(. 1km) isotope signal, supported by the

fact that it is comparable to the
:::::::::
coherent

::
as

:::::::::::
suggested

:::::
firstly

:::
by

::::
the

:::::::::::
comparable

:::::::
values

::
of25

:::
the

:::::::::::
inter-profile

::::::::::
correlation

:::
for

:::::::::
spacings

::::::
& 10m

::::
and

::::
the mean correlation between individual

:::::
single

::
T1–T2 records (Fig. 4). However, this regional isotope signal does not directly

translate into a regional climatic signal of local surface air temperature as various effects
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can influence the isotopic composition of precipitation (?) . Further, there is the possibility of
an additional noise component with a spatial decorrelation length larger than the distance
between both trenches, for example caused by spatial precipitation intermittency.

The spatial autocorrelation structure and
:
,
::::
and

::::::::
secondly

:::
by

::::
the

::::::::
common

:::::::::
seasonal

::::::
signal

:::::::::
observed

::
in the inter-profile correlation provide estimates of an optimal sampling strategy for5

firn-coring efforts in the study region. To ensure that the local noise is uncorrelated, single
profiles should be spaced at distances several times the decorrelation length. Visually, we
find a minimum spacing of ∼ 10m to be optimal (Fig. 6).

4.2 Representativity of isotope signals on seasonal to inter-annual time scales

Our statistical model of covarying stratigraphic noise allows to determine the seasonal10

signal content depending on the number of profiles and the profile spacing. As the model
is entirely based on parameters estimated from the T1 data, we can use the T2 data to
validate the model. Therefore, we determine and predict the correlation of an averaged set
of T1 profiles with the T2 trench mean, the latter thus serving as a reference isotopic signal.

15

To determine the correlation from the data for a given number of profiles and a profile
spacing, all possible unique sets of T1 profiles are selected that fulfill the given criteria. Due
to the uneven spacing of the T1 profiles, we allow an absolute uncertainty of the spacing
between the profiles in a set of 0.5m. The correlation is given as the mean correlation over
all sets. Empirically, we find a steady increase in the correlation with the T2 reference for20

increasing number of profiles used in the T1 set
:::::
mean

::::::
trench

:::::::
profiles

:
(Fig. 7). The observed

increase in correlation is expected since also for autocorrelated noise the noise variance
of the set decreases with the number of profiles. Additionally, as a direct consequence of
the autocorrelation structure, the correlation increases with a wider spacing between the
individual profiles of the T1 set (Fig. 7). A given number of profiles at a spacing of 2.4m

:::
5).25

::::::
Noise

::
is

:::::::
always

::::::::
reduced

:::
by

:::::::::
averaging

::::::::
profiles;

::::::
here,

:::
the

:::::::::::::::
autocorrelation

:::::::
causes

:::::::
nearby

:::::::
profiles

::
to

:
share more common noise variance than the same number of profiles at a larger

spacing. Thus, when the two profile sets are averaged, the latter set will show a higher
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correlation with the reference signal. This finding also explains the comparable reduction of
the noise levels of the trench mean profiles (for T1 the levels drop by 46% compared to the
mean of the individual down-core variances, for T2 by 55% (Table 1)): The 38 T1 profiles
have varying inter-profile distances from 0.1–2.5m, whereas the four T2 profiles are already
spaced at large, more optimal distances of 10–20m.5

Our noise model allows to calculate the theoretical inter-trench correlation coefficient
(Eq. A16). Using the variance ratio of F−1 = 1.1 obtained in Sect. ??,

:::::::::
Therefore,

::::::
albeit

:::
the

::::::
same

:::::::
number

:::
of

:::::::
profiles

:::
is

:::::::::
averaged,

:::::::
stacks

::::::
using

::
a

::::::
larger

::::::
profile

::::::::
spacing

:::
will

:::::::
exhibit

::::
less

::::::::
common

::::::
noise

:::::::::
variance

::::
and

:::::::
hence

::
a

::::::
larger

::::::::::
proportion

::
of

:
the model prediction is in

good agreement with the empirical data (Fig. 7). We can conclude that the first-order10

autoregressive noise modelcaptures the major noise component for isotopic records on
spatial scales of at least 500m as well as on temporal scales of a few years

::::::::::
underlying

:::::
signal

:::::
(Fig.

:::
7).

::::
Our

:::::::
results

:::::
show

::
a
:::::::::
minimum

::::::
profile

::::::::
spacing

::
of

:::::::
∼ 10m

:::
to

:::
be

:::::::
optimal.

4.2
::::::::::::::::
Representativity

:::
of

::::::::
isotope

:::::::
signals

::::
on

:::::::::
seasonal

:::
to

::::::::::::
inter-annual

:::::
time

:::::::
scales

:::
For

:::::::::::
quantitative

::::::::
climate

:::::::::::::::
reconstructions

:::::
from

:::::
proxy

::::::
data,

::
a

::::::
robust

:::::::::
estimate

::
of

::::
the

:::::::
climate15

:::::
signal

:::
is

:::::::::::
necessary.

::::::
Based

::::
on

:::
our

::::::::::
statistical

::::::
noise

:::::::
model,

:::
we

:::::
can

::::::::
estimate

::::
the

::::::::
isotopic

:::::::
climate

::::::
signal

:::::::
content

:::
of

::
a

::::::
profile

::::::
stack

:::
for

:::
our

::::::
study

:::::::
region

::::::::::
depending

:::
on

::::
the

::::::::
number

::
of

:::::::::
averaged

:::::::
profiles

::::
and

:::::
their

:::::::
spacing.

With the noise model validated between the trenches, implications for climate
reconstructions using firn-core isotope records can be deduced. We define the20

representativity
::
To

::::
this

::::
end,

:::
we

:::::::
define

:::
the

:::::::
climate

:::::::::::::::
representativity of a set of trench profiles

::::::
trench

::::::
profile

::::::
stack

:
as the correlation of this set with a hypothetical,

::::::::
between

:::
the

::::::
stack

:::
and

::
a
:

common climate signal (Eq. A16
::::
A14). This representativity can be interpreted as

the upper limit
:::::
signal

::
is
:::::::::
identified

:::::
with

:::
the

:::::::::
coherent

:::::::
isotope

:::::::
signal

::
of

:::
the

:::::::
trench

::::::::
records.

::
A

:::::::
physical

:::::::::::::
interpretation

:::
of

:::
the

:::::::
climate

:::::::::::::::
representativity

::
is
:::::
then

::::
the

::::::
upper

::::::
bound

:
of the corre-25

lation to a temperature times series obtained from a weather stationlocated in the study
region

:::
with

::
a
:::::
local

:::::::::::
temperature

:::::::
record,

:::
for

::::::::
example

:::::
from

::
a

::::::::
weather

:::::::
station.

:::::::::
However,

:::::::
bearing

::
in

:::::
mind

::::::
other

::::::::::
influences

:::::
such

:::
as

::::::::::::
meteorology

:::::::::
(variable

::::::
storm

:::::::
tracks,

:::::::::
changing

:::::::::
moisture
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::::::
source

::::::::
regions,

:::::::::::::::::::::::
precipitation-weighting),

:::
the

:::::
true

::::::::::
correlation

:::
will

:::
be

::::::
lower. In the limit of in-

dependent noise terms (vanishing autocorrelation), our definition of representativity yields
the same expression as

::::::
climate

:::::::::::::::
representativity

::
is

::::::::::
equivalent

:::
to

:::
the

:::::::::::
expression derived by

Wigley et al. (1984).
The representativity is time-scale-dependent since signal and noise variance are5

both a function of the time scale
::
In

::::::::
general,

::::::::
climate

:::::::
signals

::::
are

:::::::::::
time-scale

:::::::::::
dependent.

For example, the seasonal variability
:::::::::
amplitude

:::
of

::::
the

::::::::
isotopic

:::::::
signal

:
is much larger

than any year-to-year variations of the istopic signal. Analysing seasonal variability, the
representativity can be readily calculated with the variance ratio F−1 given above. For
reconstructions on inter-annual

::::::::
variations

:::::::::
between

::::
the

:::::::
years.

::::
On

::::
the

:::::
other

:::::::
hand,

::::
one10

:::::::
expects

::::::
larger

::::::::
changes

:::
of

:::
the

:::::::
climate

::::::
signal

:::
on

:::::::
longer time scales, the isotope records are

additionally averaged in the vertical direction and thus, the results depend on the vertical
noise covariance. Snow-pit studies around Vostok station have shown significant temporal
non-climatic

::::
such

:::
as

::::::::::::::::::
glacial-interglacial

:::::::
cycles.

::::::::::
Moreover,

:::
not

:::::
only

::::
the

:::::::
climate

::::::
signal

::::
but

::::
also

::::
the

::::::
noise

::::
can

:::
be

::
a
:::::::::

function
::
of

::::
the

:::::
time

::::::
scale.

:::::
One

:::::::::
extreme

:::::::::
example

:::
for

::::
this

::::
are15

:::
the

::::::::::::
non-climate oscillations of the isotopic composition (Ekaykin et al., 2002) , indicating

a vertical spatial noise structure. The observed time scales of the oscillations range from
100–101, possibly up to 102, and are

::
on

:::
up

:::
to

::::::::::
centennial

:::::
time

:::::::
scales

::::::
which

::::::
have

:::::
been

::::::::
indicated

:::
by

::::::::
snow-pit

:::::::
studies

:::::::
around

:::::::
Vostok

:::::::
station

::::
and linked to the movement of accumu-

lation waves of various scales . Here, due to the limited data coverage in vertical direction,20

we are only able to investigate two limiting cases. As the simplest best-case scenario (case
I), the vertical noise covariance is given by an AR(1) process as in the lateral direction.In
the worst case (case II) , averaging one annual firn layer does not reduce the noise level
at all, assuming a complete interdependence of the noise on the sub-annual

:::
on

:::::::
various

::::::
scales

:::::::::::::::::::::
(Ekaykin et al., 2002) .

::::::
Since

::::
the

:::::::
climate

:::::::::::::::
representativity

::::
(Eq.

:::::
A14)

:::::::::
depends

:::
on

:::
the25

::::
ratio

::
F

:::
of

::::::
signal

::::
and

:::::
noise

:::::::::
variance,

::
it
::
is

:::
in

:::::::::::::
consequence

::::
also

::
a

::::::::
function

::
of

::::
the time scale.
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The variance ratio of noise over signal is for the inter-annual time scale thus given by

F−1annual =
var(ε)annual

var(S)annual
=

{
var(ε)σ∗2annual
var(S)annual

case I
var(ε)

var(S)annual
case II.

The effective annual noise variance var(ε)σ∗2annual (Eq. A16)for case I depends on the
autocorrelation parameter aannual which is estimated from the mean autocorrelation function
of the vertical δ18O data of T1 after subtracting the mean seasonal profile.We obtain a value5

of aannual ≈ 0.61 for a lag of ∆`= 3cm, equivalent to a decorrelation length of λannual ≈ 6cm.
As the best-possible estimate, an annual signal variance of var(S)annual ' 0.68(‰)2 is
obtained from the mean of the variances of the annual δ18O time series (Fig. 5)of the two
trenches (Table 1) . The seasonal noise variance var(ε) is set to the observed mean lateral
T1 variance (Table 1). Altogether, we obtain an annual variance ratio of F−1annual ' 1.810

:::::
Here,

:::
we

:::::::
assess

::::
the

:::::::
climate

:::::::::::::::
representativity

::
of

:::
firn

::::::::
isotope

:::::::
profiles

:::::
from

:::
our

::::::
study

::::::
region

::
for

::::
two

::::::::
specific

:::::
time

:::::::
scales,

:::
(1)

::::
the

::::::::
original

::::::::::
(seasonal)

::::::::::
resolution

:::
of

:::
the

:::::::
trench

:::::
data

::::
and

:::
(2)

::
an

::::::::::::
inter-annual

::::
time

::::::
scale

::::::
based

:::
on

:::::::
binning

::::
the

::::::
trench

:::::
data

::
to

:::::::
annual

::::::::::
resolution.

:

:::::::::
Analysing

:::::::::
seasonal

::::::::::
variability,

:::
the

:::::::
climate

:::::::::::::::
representativity

::::
can

:::
be

:::::::
readily

::::::::::
calculated

::::
with

:::
the

::::::
model

::::::::::::
parameters

:::::::::
obtained

::
in

::::::
Sect.

::::
3.5.

::::
For

::::
the

::::::::::::
inter-annual

:::::
time

::::::
scale,

::::::::::
estimates15

::
of

:::::
both

:::::::
annual

:::::::
signal

::::
and

::::::
noise

:::::::::
variance

::::
are

:::::::::::
necessary

:::
to

:::::::
assess

::::
the

:::::::::
variance

:::::
ratio

::
F .

::::::::::
However,

::::
the

::::::::::
shortness

:::
of

::::
our

::::::
trench

:::::
data

::::
on

::::
this

:::::
time

::::::
scale

:::::
only

::::::
allows

:::::::::
heuristic

:::::::::
estimates

:::::
(see

::::::::::
Appendix

::
A
::::

for
::::::::
details).

::::::::::::
Specifically,

:::
for

::::
the

:::::::
annual

::::::
noise

:::::::::
variance

::::
we

:::::::
discuss

::::
two

:::::::
limiting

::::::
cases:

::::
For

:::::
case

:
I)
::::
we

:::::::
assume

::::
that

::::
the

:::::::
vertical

:::::
noise

::
is
::::::
white

::::::::::
(best-case

:::::::::
scenario),

::::
for

:::::
case

:::
II)

::::
that

::::
the

::::::::
vertical

::::::
noise

::::::
shows

::::::::::
complete

:::::::::::::::::
inter-dependence

:::
on

::::
the20

::::::::::
sub-annual

:::::
time

::::::
scale

:::::::
(worst

::::::
case).

:::::
The

:::::::
inverse

:::
of

::::
the

:::::::
annual

::::::::::::::
signal-to-noise

:::::::::
variance

:::::
ratio,

::::::::::::::::::::::::::::::::
F−1annual = var(w)annual/var(S)annual,:::::

used
:::

in
::::
the

::::::
model

::
is

:::::
then

::::::
∼ 1.2

:
for case I , and

of F−1annual ' 8.7
::::
and

::::::
∼ 8.7

:
for case II. Note that using the seasonal noise variance as

calculated from the entire trench data might represent a slight overestimation given the
exceptionally high variability observed in the surface layer (Fig. ??)

::
A

:::::::::
summary

::
of

::::
the

:::::
noise25

:::::
levels

::
is

::::::
given

::
in

:::::
Table

::
2.
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For single profiles, the
:::::::::
estimated

:::::::
climate

:
representativity on the seasonal time scale is

around 0.69 (Fig. 8). On the inter-annual time scale, single profiles have
:::::
show a represen-

tativity of 0.59
::::
0.67 in the best-case scenario (Fig. 8a) and a much lower one

:::
8a)

:::::
and

::
of

::::
0.32 in the worst-case scenario (0.32, Fig. 8b

:::
8b).

In general
::::::
Similar

:::
to

:::
the

:::::::::::
correlation

:::::::::
between

:::
the

:::::::::
trenches

:::::
(Fig.

:::
7), the representativity5

increases with the number of profiles averaged , and the increase is stronger
:::
with

::
a
::::::::
stronger

::::::::
increase for larger inter-profile spacings. However, spacings above 10m do not increase the
representavities any further

::::
yield

::
a
:::::::
further

::::::::
increase

:
as the stratigraphic noise is practically

decorrelated(Fig. 6).
::::::
largely

:::::::::::::
decorrelated.

:
To obtain a

:::::::
climate

:
representativity of 0.8 for

inter-annual signals with profiles separated by 10m, one needs to take a minimum of 4–1610

cores
::::
3–16

::::::
cores

::
is

:::::::
needed

:
(from best to worst case). Demanding a representativity of 0.9,

the number of cores required increases to 8–37.
:::::
6–37.

:

The low
::::
The

:::::::::
modelled

:
single-profile representativity on

::::::
climate

:::::::::::::::
representativity

:::
for

:
the

inter-annual time scale is
::::::::
appears

:
consistent with previous findings from Dronning Maud

Land. The 16 annually resolved δ18O records of the study of Graf et al. (2002) , taken15

in an area extending 500km from east to west and 200km from north to south, showed

:::::::::::::::::::::::::
Graf et al. (2002) estimated

:
a low signal-to-noise variance ratio in the individual records of

F = 0.14
::::::::
obtained

:::::
from

::::
the

:::::::::::::::::
cross-correlations

::
of

:::
16

:::::::::
annually

::::::::
resolved

:::::
δ18O

::::::::
records

:::::
from

::
an

:::::
area

:::
of

:::::::::::::::
500km× 200km. Due to the large inter-profile spacing

:::::::::
inter-core

:::::::::
spacings, the

stratigraphic noise covariance in the records is decorrelated . Then,
::::
and the variance ratio F20

from the cross-correlations directly translates into the representativity of a single profile as

:::
can

:::
be

::::::::::
translated

::::
into

::
a
:::::::::::::

single-profile
:::::::::::::::
representativity

::
of

:
rSX = 1/

√
1 +F−1 ' 0.35, con-

sistent with our findings for the worst-case scenario(case II). However, this accordance
does not necessarily mean that our worst-case scenario is the more realistic one since
the measured cross-correlations

:::
the

::::::::
records

:::::::::
analysed

::
in

::::::::::::::::::
Graf et al. (2002) are also sub-25

ject to potential dating uncertaintiesand
:::::
dating

::::::::::::::
uncertainties, additional variability caused

by spatially varying precipitation-weighting and possibly other effects.
:::::::::
Therefore,

::::
the

::::::
similar

::::::::::::::::
representativities

:::
are

::::
not

:::::::::::
necessarily

:::::::
caused

:::
by

:::
the

:::::
high

::::::::::::
stratigraphic

:::::
noise

:::::
level

:::::::::
assumed

::
in

:::
the

:::::::::::
worst-case

:::::::::
scenario.

::
In

:::::::::
addition,

::::
our

::::::
trench

:::::
data

::::::::
indicate

:::::::
vertical

:::::::::::::::
autocorrelation

::
of
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:::
the

:::::
noise

:::::
(Fig.

:::
2b

::::
and

:::::
Sect.

:::::
3.1).

::::::
Thus,

:::
the

::::
true

:::::::
climate

:::::::::::::::
representativity

:::
for

:::
our

::::::
study

::::::
region

:::
will

:::::
likely

:::
be

::
in

:::::::::
between

::
of

:::
our

::::::::
limiting

::::::::::
estimates.

Stratigraphic noise does not only affect isotopic records
:::::::
isotopes

:
but also other proxies

derived from
::::::::::
parameters

::::::::::
measured

:::
in

:
ice cores, such as aerosol-derived chemical con-

stituents. Gfeller et al. (2014) investigated the
::::::::
seasonal

:::
to

::::::::::::
inter-annual

:
representativity5

of ion records from five Greenland firn cores on seasonal and inter-annual time scales,
taken at varying distances from 7–10m in the vicinity of the NEEM drilling site. With

:::::
Using

the definition of representativity based on the theoretical work of Wigley et al. (1984) ,
for inter-annual time scales Gfeller et al. (2014) found representativities of ∼ 0.55–0.84 for
single cores, and of ∼ 0.84–0.95 for the average of all five cores , depending on the ions10

:::::::::::::::::::
Wigley et al. (1984) ,

:::::
they

::::::
found

:::::::::::
inter-annual

:::::::::::::::::
representativities

::
of

:::::::::::::
∼ 0.55–0.95,

::::::::::
depending

::
on

::::
the

::::::::
number

:::
of

:::::::::
averaged

::::::
cores

::::
and

::::
the

::::
ion

::::::::
species

:
considered. These numbers are

slightly higher than our best-case-scenario results for δ18O, a fact which is expected as

:::::
since

:
the accumulation rate at the NEEM site is about three times higher than at Kohnen

station (NEEM community members, 2013).15

::::
Our

::::::::::
estimates

::::
for

::::
the

::::::::
climate

:::::::::::::::
representativity

:::
of

:::::
firn

::::::
cores

:::::
hold

::::
as

:::::
long

::::
as

::::
the

::::::::::::::
signal-to-noise

::::::::
variance

:::::
ratio

:::
F

:::::
does

::::
not

::::::::
change.

:::::::::::::::::
Variance-affecting

:::::::::::
processes

:::::
such

:::
as

::::::::
diffusion

::::
and

::::::::::::
densification

:::::
have

::::::
equal

:::::::::
influence

:::
on

::::::
signal

::::
and

::::::
noise

::::
and

:::::
thus

:::
do

:::
not

:::::
alter

:::
the

:::::
ratio

:::
F .

::::
On

:::
the

::::::
other

::::::
hand,

:::::
only

::::
one

:::::::::::
component

::::::
might

::::::::
change

:::::
over

:::::
time;

:::::
e.g.,

::::
the

:::::
noise

::::::::
variance

::::::
might

::::
vary

::::
due

:::
to

:::::::::
changing

:::::::::::::
environmental

:::::::::::
conditions,

::
or

:::
the

:::::::::
variability

:::
of

:::
the20

:::::::
climate

:::::
could

:::::
have

::::::
been

::::::::
different

::
in

::::
the

::::
past

:::
for

:::::::
certain

:::::
time

::::::::
periods.

:::::::::::::
Nevertheless,

::::::
given

:::
the

::::::::
stability

::
of

::::
the

::::::::::
Holocene

::::::::
climate,

:::
we

:::
do

::::
not

:::::::
expect

::::::::::
first-order

::::::::
changes

:::
of

::::
the

::::::
signal

:::
and

::::::
noise

::::::::::
properties

:::::
over

::::::
time.

:::::::::
However,

:::
we

:::
do

:::::::
expect

::
a
:::::::::::

time-scale
::::::::::::
dependency

::
of

::::
the

:::::::
climate

::::::
signal

::::
with

:::::
more

::::::::
variance

:::::::::::
associated

::::
with

::::::
longer

:::::
time

::::::
scales

:::::::::::::::::::::
(e.g., Pelletier, 1998) .

::::
The

::::::::::::::
signal-to-noise

::::::::
variance

:::::
ratio

::::
and

:::
the

:::::::
climate

:::::::::::::::
representativity

::
of

::::
firn

::::::
cores

:::
will

::::::::
improve25

::::::::::::
considerably

:::
on

:::::
these

:::::::
scales.

4.3 Implications
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The noise level identified in our trench data poses a significant challenge for the
interpretation

::::
Our

::::::
noise

:::::
level

:::::
and

:::::::
implied

::::::::
climate

:::::::::::::::
representativity

::::::::::
estimates

::::::::::
underline

:::
the

::::::::::
challenge of firn-core-based climate reconstructions on seasonal to inter-annual time

scales . In the following, we discuss examples of implications of the
:
in

:::::::::::::::::
low-accumulation

:::::::
regions.

::::
For

::::
our

::::::
study

:::::
site,

:::
we

:::::
now

::::::::
discuss

:::::::::::
implications

:::
of

::::
our

:
noise model concerning5

(1) the required measurement precision of water isotopes
::
in

::::
the

:::::
case

::
of

:::::::::
classical

:::::::
isotope

::::::::::::
thermometry, (2) the potential noise fraction in isotope signals of the EDML ice core and
(3) the detectability of anthropogenic temperature trends in low-accumulation firncores.

::
an

:::::::::::::
anthropogenic

::::::::::::
temperature

::::::
trend.

::::
Our

:::::::::
estimates

:::
of

:::
the

::::::::::::
stratigraphic

::::::
noise

:::::
level

:::
are

:::::::
based

:::
on

:::
the

::::::
upper

::::
one

::::::
metre

:::
of

::::
firn.10

::::
Due

::
to

::::
the

::::::::::
shortness

::
of

::::
the

:::::
data

::::
our

:::::::
results

::::
are

::::::
limited

:::
by

::::
our

:::::::::::
insufficient

:::::::::::
knowledge

::
of

:::
the

:::::::
vertical

::::::
noise

::::::::::
covariance

:::::::::
structure

:::
for

::::
time

:::::::
scales

::::::
above

:::::::
annual

:::::::::
resolution

:::
for

::::::
which

:::
we

::::
now

::::::::
assume

:::::::::::
white-noise

::::::::::
behaviour.

::::
The

::::::
noise

::
of

::::::::
isotopic

::::
data

:::::::::
obtained

:::::
from

:::::::
deeper

:::::
parts

::
of

:::
the

::::
firn

:::::::
column

::
is

::::::::
affected

:::
by

::::::::
diffusion

::::
and

:::::::::::::
densification.

::::
The

:::::
latter

:::::
only

::
is

::
of

:::::::::::
importance

::
for

::::::::
undated

:::::::::
samples.

::::
We

::::::::
estimate

:::
the

::::::
effect

::
of

::::::::
diffusion

::::
and

::::
find

::::
that

:::
for

:::::::
decadal

:::::
time

::::::
scales15

::::
even

:::::::
below

:::
the

:::::::
firn-ice

:::::::::
transition

::::
the

::::::::
decadal

::::::
noise

:::::
level

::
at

::::::::
Kohnen

:::::::
station

::
is

::::::::
reduced

:::
by

::::
only

::::
5%

::::::::::
(Appendix

:
B
:::::
and

:::::
Table

::
2)

::::::::::
compared

:::
to

:::
the

::::::::::
undiffused

::::::
case.

The noise of an isotopic signal consists of
::::::::
includes

:
the stratigraphic noise discussed here

as well as the noise caused by the measurement process. Thus,
:::::
Since

::::
the

::::::::::::
stratigraphic

:::::
noise

::
is

::
a
::::::::
function

:::
of

:::
the

::::::::
number

::
of

:::::::::
analysed

:::::::
cores,

::::
and

:::::::::::::
measurement

::::::::::
precision

::
is

:::::
often20

::::::
related

:::
to

:::::::::::::
measurement

:::::
time, obtaining the best signal is a trade-off between measurement

precision and the amount of analysed samples.
For seasonal as well as on inter-annual time scales, the measurement uncertainty of

the trench data of ∆δ18O = 0.09‰ is much lower (∼ 4–8%
:::::::::
∼ 4–10%) than the standard

deviation of the stratigraphic noise (Table 2). This ratio is independent of the temporal reso-25

lution if a lower temporal resolution is obtained by averaging annually resolved data as both
, the noise level and the measurement uncertainty,

::::::::::::
contributions

:
decrease by the same

amount in the averaging process, assuming independence between the samples. In such
a case, priority should be given to measuring and averaging across multiple cores in order to
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reduce the (stratigraphic) noise levels instead of performing high-accuracy
:::::::::::::
high-precision

measurements on single cores, given that we are only interested in δ18O. As an exam-
ple, for

::::
with

::::
the

:
Cavity Ring-Down Spectrometers as those that have been used for this

work , much faster measurements are possible by reducing the number of repeated mea-
surements down to one per sample , resulting only in a slight decrease in measurement5

precision when a memory correction scheme as applied to our data is used
:::
per

:::::::
sample

:::
and

:::::::::
applying

:::
a

:::::::::
memory

::::::::::
correction

:::::::::::::::::::::::::::::::
(van Geldern and Barth, 2012) .

::::
We

:::::::::
explicitly

:::::
note

:::
that

:::::
this

::::::::::
possibility

:::
is

:::::::
limited

:::
to

::::::::::
classical

::::::::::::::
single-isotope

:::::::
(δ18O)

:::::::::::::::
reconstructions

::::
as

::
it

:::
can

::::::
affect

::::
the

:::::
data

::::::::
usability

:::
for

::::::::::
diffusion-

::::::::::::::::::::::::::::::::::::::::::::
(Gkinis et al., 2014; van der Wel et al., 2015) or

:::::::::::::::::::::::
deuterium-excess-based

::::::::::::::::::::::::::::::
(Vimeux et al., 2001) inferences.10

If a lower temporal resolution is obtained by a coarser sampling of firn
:::
the

:
cores, the mea-

surement error to stratigraphic noise ratio will depend on the analysed resolution (Table 2).
For a resolution corresponding to ten years, our measurement uncertainty might amount to
up to 25%

::::
32%

:
of the stratigraphic noise level, assuming independence of the stratigraphic

noise between the years. For our data, the
::::::::::
accounting

::::
for

:::
full

:::::::::
diffusion.

::::
The

:
noise level of15

single cores would become comparable to the measurement uncertainty for averages over
∼ 154

::::::
∼ 104

::
or

:::::::
∼ 735 years (case I) or ∼ 728(case II

::::
best-

:::
or

::::::::::
worst-case

:::::::::
scenario

::
of

:::::::
annual

:::::
noise

:::::
level).

The deep EPICA Dronning Maud Land
::::
DML

:
ice core obtained in the vicinity of Kohnen

station shows
:::::::
reflects the climate evolution in Antarctica over the last 150000 years (EPICA20

community members, 2006). Oerter et al. (2004) studied a section of the core
::::
core

:::::::
section covering the last 6000 years with a resolutionof ten years (their Fig. 2).

::
on

::::::::
decadal

::::::::::
resolution.

:
We find a decadal

:::::
δ18O variance for this part of the core of ∼ 0.57(‰)2. If

we assume that our estimates of the
:::::::
section

::
of

:::::::::::::
∼ 0.57(‰)2.

::::::
Using

:::
our

::::::::::::::::::
diffusion-corrected

stratigraphic noise variance hold over the last couple of thousand years, then∼ 20–100% of25

the decadal variance seen in the EDML core over this time period might be simply
:::::::::
estimates

:::::
would

::::::
imply

::::
that

:::::::::::
∼ 15–100%

::::::
(from

::::
best

:::
to

:::::
worst

::::::
case)

::
of

:::
the

::::::::::
observed

:::::::
decadal

:::::::::
variance

::
in

:::
the

:::::
core

:::::
might

:::
be

:
noise (Table 2). In order to reconstruct the Holocene climate variabilityof

the last millennium from low-accumulation regions, there is thus the clear need to either
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average
:
,
:::::::::
masking

::::
the

::::::::::
underlying

::::::::
climate

::::::::::
variability.

::::
We

:::::
note

::::
that

::::
this

:::
is

:::::
only

::
a

::::::
rough

::::::::
estimate

:::
as

::::
the

::::::::::
shortness

::
of

::::
the

::::::
trench

:::::
data

::::::
does

:::
not

::::::
allow

::
to

:::::
fully

:::::::
assess

::::
the

::::::::
decadal

:::::
noise

:::::::::::
covariance.

:::
In

::::
any

::::::
case,

::::::::::
averaging

:
across multiple cores based on the results of

the previous section, or,
::::::
seems

::::::::::
necessary

:::
in

::::::::::::::::
low-accumulation

::::::::
regions

::
to

:::::::::::
reconstruct

::::
the

:::::::
climate

:::::::::
variability

::
of

::::
the

::::
last

:::::::::::
millennium.

::::::::::::
Alternatively,

:
if only the magnitude of variability is5

of interest, to correct the proxy variability
::::
has

::
to

:::
be

:::::::::
corrected for the noise contribution (e.g.,

Laepple and Huybers, 2013).
As a final example of applying our noise model, we estimate the ability of firn cores

close to the Kohnen station to reconstruct a potential warming trend of the last decades.
In the last

:::
test

::::
the

:::::::::
influence

:::
of

::::::::::::
stratigraphic

::::::
noise

:::
on

::::
the

::::::::::::
detectability

::
of

::
a
::::::

linear
::::::

trend10

::
at

::::::::
Kohnen

:::::::
station.

:::::
This

:::
is

::::::::::
motivated

:::
by

:::
the

::::::::
finding

::
of

::::::::::::::::::::::
Steig et al. (2009) that

::
in

::::
the

::::
last

50 years , the surface temperature over East Antarctica has warmed by about half a de-
gree(Steig et al., 2009) . The probability to detect thistrend or to reconstruct its slope is
estimated using a Monte Carlo approach creating 105 δ18O time series consisting of
a signal (the linear temperature trend ) and uncorrelated Gaussian noisewith variance equal15

to the annual trench noise variance for the best as well as the worst case
:
.
::::::
While

:::::
both

:::
the

:::::::
climate

::::::
signal

::
as

::::
well

:::
as

::::
the

:::::::::::
relationship

::::::::
between

:::::
local

::::::::::::
temperature

::::
and

::::::::
isotopic

::::::
signal

:::
are

::::::::
complex,

:::
we

::::::::
assess

:::
the

::::::::::::
detectability

::::
with

::
a

:::
toy

::::::
model

::::::::::::
experiment.

:::
For

:::::
this,

:::
we

::::::::
assume

:::
the

:::::::
climate

::::::
signal

::
to

:::
be

::
a

::::::
purely

::::::
linear

:::::
trend

:
(
:::::::::
0.5◦C/50

:::
yr)

::::
and

::
a

:::::
linear

::::::::::::::::::::::
isotope-to-temperature

:::::::::::
relationship

::::::::::
(1‰ K−1),

:::::::
further

:::::::::::
influenced

:::::
only

:::
by

:::::::::::::::::
post-depositional

:::::::
noise.

:::
In

::
a
:::::::

Monte20

:::::
Carlo

::::::::::
approach

:::::::::
repeated

::::
105

::::::
times,

:::
we

:::::::
create

:::::::
stacks

:::::
from

:::::
50yr

::::
long

::::::
δ18O

::::::::
profiles

::::
with

::::::::::::::::
post-depositional

:::::
noise

::::::::::
variances

::::::
based

:::
on

::::
our

::::
two

:::::::
limiting

::::::
cases

::
(Table 2) . The trend is

detected when the correlation of the time series with the signal is positive at the significance
level of

:::
and

::::::::::::
independent

::::::
noise

::::::::
between

:::
the

:::::::
profiles

::::::::::::
(inter-profile

:::::::::
spacings

::::::::
& 10m),

::::
and

::::
vary

:::
the

::::::::
number

::
of

:::::::::
averaged

::::::::
profiles.

::
A

::::::
trend

::
in

:::
the

::::::::
stacked

::::::
profile

:::
is

:::::::::::
successfully

:::::::::
detected

:::
for25

::
an

::::::::::
estimated

:::::
trend

::::
that

::
is

::::::::::
signifantly

::::::
larger

::::
than

:::::
zero

:
(p= 0.05. We define the probability for

determining the right slope as the fraction of cases where a linear regression yields a slope
that

:
);
::::

the
::::::::::
estimated

::::::
slope

::
is

:::::::
defined

:::
to

:::
be

:::::::
correct

::::::
when

:
it
:
lies in a range of 25% around

the true slope. To simplify matters, we assume a temperature-to-isotope gradient for δ18O
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of 1‰ K−1, given the considerable uncertainties associated with the spatial and temporal
gradients discussed in the literature (e.g., ?) . We note that in general the δ18O slope
very likely lies below 1‰ K−1 (∼ 0.8‰ K−1 for DML, EPICA community members, 2006 )
which implies yet lower detectionprobabilities since the signal variance is then even smaller
compared to the noise variance. Finally, in the case of multiple cores it is assumed that5

they are taken at distances on which the autocorrelation of the stratigraphic noise is
decorrelated (≥ 10m).

::::
The

::::::::::
probability

:::
for

::::::
trend

:::::::::::::::
detection/slope

:::::::::::::
determination

:::
is

::::
then

::::
the

::::
ratio

::
of

:::::::::::
successful

::::::::::::::
reconstructions

:::
to

::::
total

::::::::
number

::
of

::::::::::::
realisations.

The
::::::
Drilling

::
a

::::::
single

:::::
core,

::::
the

:
probability to detect the trend or to reconstruct its slope

is below
:::::::
around

:
20% for single cores

:
in
::::

the
::::::::::
best-case

::::
and

::::::
below

:::::
10%

:::
in

:::
the

:::::::::::
worst-case10

::::::::
scenario (Fig. 9). To reliably (> 80% of the cases) detect the warming over the East Antarc-
tic plateau

:::::::
Plateau, our results suggest that averaging across at least ∼ 10–50

::::::
∼ 7–50

:
firn

cores taken at spacings of 10m (Fig. 9) is needed, depending on the scenario for the an-
nual noise variance. Inferring the right slope would need three times that number of cores.

:::
We

:::::
note

::::
that

::::::
more

::::::::
realistic

:::::::::::::
assumptions

::::::
about

::::
the

::::::::
isotopic

::::::
signal

::::::::
(natural

::::::::
climate

::::
and15

:::::::::::
atmospheric

::::::::::
variability,

::::::::
varying

:::::::::::::::::::
isotope-temperature

::::::::::::
relationship,

:::::
etc.)

:::::::
further

:::::::::::
complicate

:::
the

:::::
trend

::::::::::::
detectability.

5 Conclusions

We presented extensive oxygen stable water isotope data derived from two snow trenches
excavated at Kohnen station in Dronning Maud Land, Antarctica. The two-dimensional ap-20

proach allowed a thorough investigation of the representativity of single firn-core isotope
profiles, as well as of the spatial structure of the signal and noise over spatial scales of up
to 500m and a time span of approximately five years.

The trench data confirm previous studies that single isotope profiles obtained from
low-accumulation regions are poorly correlated and do not

:::::::::::::::::::::
(≤ 100mm w.eq. yr−1)

:::::::
isotope25

:::::::
profiles

::::
only show a coherent signal, but also demonstrated

:::::
weak

::::::::
coherent

::::::
signal

::
at

:::::
least

:::
on

:::::::::::
sub-decadal

:::::
time

:::::::
scales.

:::
We

:::::
also

::::::::::::
demonstrate

:
that the spatial average of a sufficient num-
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ber of profiles provides a representative isotopic signal. We further show that single profiles
are strongly influenced by local , small-scale noise that exhibits a spatial covariance.

:::::::::::::
representative

::::::::
isotopic

::::::::
signals,

::::::::::
consistent

::::
with

::::
our

::::::
finding

:::::
that

:::
the

:::::
local

::::::
noise

::::
has

::
a

:::::
small

:::::::::
horizontal

:::::::::::::
decorrelation

::::::
length

::::::::::
(∼ 1.5m).

:::::
This

::::
also

:::::::::
suggests

::::::::::::
stratigraphic

::::::
noise

::
to

:::
be

::::
the

:::::
major

::::::::::::
contribution

::
to

::::
the

::::::::::
horizontal

::::::::
isotopic

::::::::::
variability. A statistical model describing this5

noise as
:::::
noise

::::::
model

::::::
based

:::
on

:
a first-order autoregressive process successfully explains

the observed covariance structure and allows to reproduce the observed correlation statis-
tics between the trenches. The autocorrelation of the noise occurs on spatial scales that
are of the same order of magnitude as the surface height variations introduced by sastrugi
and dunes and the intermittent deposition of snow, suggesting stratigraphic noiseas a major10

noise source. Extending the ordinary stacking of isotope records, our results are used to
infer appropriate sampling strategies. We derive the

::::::
Based

:::
on

:::::
these

:::::::
results

:::
we

:::::
infer

:::::::::::
appropriate

:::::::::
sampling

::::::::::
strategies.

::
At

::::
our

::::::::::::::::
low-accumulation

:::::::::::::::::
(64mm w.eq. yr−1)

:::::
site

:::
an

::::::::
optimal

::::::::
spacing

:::
of

::::::
about

:::::
10m

:::
is

::::::::::
necessary

::::
for

::
a

:::::::::
sufficient

::::::::::::
decorrelation

:::
of

:::
the

::::::::::::
stratigraphic

:::::::
noise.

:::
For

:::::::::
seasonal

:::::
and

:::::::
annual

::::::::::
resolution,

:::
we

:::::::::
estimate15

:::
the

:::::::
climate

:
representativity of isotope profiles for seasonal to annual resolution depending

on the number of
:::::::::
averaged firn cores and the inter-core spacing. For our low-accumulation

(64mm w.eq. yr−1) study region, we find an optimal profile spacing of about 10m where
the noise covariance is sufficiently decorrelated. The representativity depends on the time
scale: For seasonal resolution , five profiles taken with the optimal spacing are sufficient20

:::
Our

::::::::::
estimates

:::::
show

::::
that

:::
for

:::::::::
seasonal

::::::::::
resolution

::::
five

:::::
cores

:::
at

:::
this

::::::::
spacing

::::
are

::::::::::
necessary to

obtain representative (R> 0.9
::::::
r > 0.9) isotope signals; on inter-annual time scales , ∼ 2–8

::
up

:::
to

:::
∼ 8

:
times as many profiles would be needed.

:::::
cores

::::
are

::::::::
needed.

:::
As

:::::::
climate

:::::::::
variations

:::
are

::::::::
typically

::::::::
stronger

:::
on

::::::
longer

:::::
time

::::::
scales

:::::
than

:::::::::
analysed

:::::
here,

:::
the

:::::::
climate

:::::::::::::::
representativity

::
of

::::
firn-

::::
and

::::::::
ice-core

:::::::::::::::
reconstructions

:::
for

::::::
slower

:::::::
climate

:::::::::
changes

:::
will

:::::
likely

:::
be

:::::::
higher.

:
25

The low representativity of single firn profiles at our site hampers the
:::
We

::::::::
present

::::
two

::::::
explicit

::::::::::
examples

:::
of

::::
how

::::
the

::::::::::::
stratigraphic

::::::
noise

::::::
might

::::::::
hamper

::::
the

:
quantitative interpre-

tation of isotope in terms of climate variations . The noise level observed in the trench
data suggests that large parts

:
at

::::
our

::::::
study

:::::
site.

::::
Our

:::::
data

::::::::
suggest

::::
that

:::
at

:::::
least

:::::
15%

:
of
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the decadal variations seen in the EPICA DML ice core over the last 6000 years might
be noise. In addition, we show that faithfully reconstructing the

::::::::::::::::
post-depositional

::::::
noise,

:::
but

::::
the

:::::::
climate

:::::::
signal

::::::
might

::::
also

::::
be

::::::::
masked

:::
by

::
a
::::::
much

:::::::
higher

::::::::
decadal

::::::
noise

::::::
level.

::
A

:::
toy

::::::
model

::::::::::::
experiment

::::::
shows

:::::
that

::::
the

:::::::
faithful

::::::::::::::
reconstruction

::
of

::::
the

:
recent positive tem-

perature trend observed over the East Antarctic plateau is impossible by drilling only5

single cores; instead, averaging at least 10–50 firn coreswould be necessary. This task
is

:::::::
Plateau

:::::
likely

::::::::
requires

::::::::::
averaging

:::::::
across

::
at

:::::
least

:::::
7–50

::::
firn

::::::
cores.

::::
For

::::::::::::
single-proxy

::::::
(δ18O)

::::::::::::::
reconstructions

::::
this

:::::
task

:::::
could

:::
be

:
rendered easier by the fact that the annual noise level

is substantially larger than typical measurement uncertainties. Therefore,
:::::
Thus,

::::::::::
monitoring

:::
the

:::::::::::::
measurement

:::::
error

::::::::::
depending

:::
on

:::::::
sample

:::::::::::
throughput

:::::
could

:::::
allow

::::
fast

::::::::::::::
measurements

:
for10

high-resolution single-proxy reconstructions it might be more advantageous to conduct less
precise measurements, e.g., by operating Cavity Ring-Down Spectrometers with only one
injection per sample , for the benefit of analysing many cores.

::::::::::::
Alternatively,

::::::
using

:::::::
indirect

::::::::
methods

:::::::
based

:::
on

:::::::::
diffusion

::::::::::::::::::::::::::::::::::::::::::::
(Gkinis et al., 2014; van der Wel et al., 2015) or

::::
gas

::::::::
isotope

:::::
ratios

::::::::::::::::::::::::::
(Kobashi et al., 2011) might

:::::::::::
circumvent

:::
the

::::::::
problem

::
of

::::::::::::
stratigraphic

::::::
noise.

:
15

Since the stratigraphic noise is related to the intermittent deposition
::::::::
irregular

::::::::::::
re-deposition

::::
and

:::::::
erosion

:
of snow and the formation of surface dunes, it depends primarily

::::::::
primarily

::::::::
depends

:
on the local accumulation rates

::::
rate, besides further factors such as wind

strength, temperature, seasonal timing of the precipitation and snow properties. Therefore,
to a first approximation we expect that our representativity results improve (worsen) for re-20

gions with higher (lower) accumulation rates. In effect, results similar to ours likely hold

:::
our

:::::::
results

:::
are

::::::
likely

::::::::::
applicable for large parts of the East Antarctic plateau, but trench-like

approaches
:::::::
Plateau,

::::
but

:::::::
similar

:::::::
studies

:
in West Antarctica and Greenland – regions with

considerably higher accumulation rates – are needed. In addition, studies with deeper
trenches that cover longer times of isotopic variations

:
a

::::::
longer

:::::
time

:::::::
period,

::::::::::::::
complemented25

::
by

::::::::
spectral

:::::::::
analyses

::
of

:::::::
nearby

::::
firn

::::::
cores,

:
are necessary to enhance our knowledge about

::
of

:
the vertical noise covariance structurewhich .

:::::
This

:
is crucial to determine the

:::::::
climate

representativity on longer time scales. Deeper trenches would also allow to link our repre-
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sentativity results to actual correlations with temperature time series derived from weather
stations. The latter is part of ongoing work at Kohnen station.

Appendix A: Derivation of noise model

The Pearson pairwise correlation coefficient of two time series, or profiles , X and Y reads

rXY =
cov(X,Y )

σXσY
,5

where σX and σY are the standard deviations of profileX and profile Y , respectively, and
cov(X,Y ) is the covariance of the profiles given by

cov(X,Y ) = 〈XY 〉− 〈X〉〈Y 〉 .

Here, 〈·〉 denotes the temporal average, thus the spatial average in vertical direction for
a trench profile.

::::::::::
Definitions10

:::
We

:::::::::
consider

::::::::
isotope

::::::::
profiles

::::::
Xi(z)

:::
at

:::::::::::
equidistant

::::::::::
spacings

::::
∆`

::::::
where

:::
z

::
is

:::::::
depth

:::
on

::::::::
absolute

:::::::::::
coordinates

:::::
and

:
i
::::::
refers

:::
to

:::
the

::::::::
profile’s

::::::::::
horizontal

::::::::
position

::::::
along

:
a
::::::
snow

:::::::
trench,

::::::::::::::
`i = `0 + i ·∆`,

::::
with

::::::
some

:::::::::
arbitrary

:::::::
starting

::::::::
position

:::
`0 ::::

(Fig.
:::::

A1).
:::::
This

::::
and

:::
all

:::::::::::
subsequent

:::::::::::::
nomenclature

::
is

::::::::::::
summarised

::
in

:::::
Table

::::
A1.

:

We now assume that a trench isotope profile Xn(t) consists of a signal part S(t) and a15

noise component ε̃n(t) that is independent from the signal and following a standard normal
distribution. In addition, to account for the spatial covariance of the noise in lateral direction,
we assume each noise term to be following

:::::::
assume

:::::
each

::::::
Xi(z)

:::
as

::
a
:::::
sum

::
of

::
a
:::::::::
common

:::::
signal

:::::
S(z)

::::
and

::
a
::::::
noise

::::
term

::::::
wi(z)

::::::::::::
independent

::
of

:::
S,

:

Xi(z) = S(z) +wi(z) .
::::::::::::::::::::

(A1)20
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::::
The

:::::
noise

::::::
wi(z)

::
is

:::::::::
modelled

:::
as an AR(1) autoregressive proccess,

Xn(t) = S(t) + ε̃n(t)

= S(t) + aε̃n−1(t) +
√

1− a2εn(t) .

Here,
:::::::
process

::
in

::::
the

:::::::::
horizontal

:::::::::
direction,

:

wi(z) = awi−1(z) + εi(z) ,
:::::::::::::::::::::::

(A2)5

::::::
where a is the autocorrelation parameter with 0≤ a≤ 1 , and

::::
and

:::::
εi(z)

::::
are

::::::::::::
independent

:::::::
random

:::::::
normal

::::::::::
variables

::::::
(white

::::::::
noise).

::::
We

::::::::
assume

::::
the

::::::
same

:::::::::
variance

:::::::
var(w)

:::
of

:
the

square-root term in front of εn(t) is a normalisation. If we consider P equidistant trench
profiles numbered 1,2, . . .,P , the noise term of profile n can be given recursively,

Xn(t) = S(t) + an−1ε1(t) +
√

1− a2
n∑
i=2

an−iεi(t) .10

With the help of Eq. (A3), we can calculate the spatial
:::::
noise

:::
in

::::
both

::::
the

:::::::::
horizontal

:::::
and

:::
the

:::::::
vertical

:::::::::
direction.

::::
The mean of a set of N trench profiles,

X(t) := {Xn1(t),Xn2(t), . . .,XnN (t)}
= S(t) + 1

N

{(∑nN
i=n1

ai−1
)
ε1(t)15

+
√

1− a2
(∑n1

i=2a
n1−iεi(t) + · · ·+

∑nN
j=2a

nN−jεj(t)
)}

= S(t) + 1
N

{(∑
ν a

ν−1)ε1(t) +
√

1− a2
∑ν∗

i=2

(∑
k∈{ν>1,ν≥i}a

k−i
)
εi(t)

}
where we have defined ν := {n1,n2, . . .,nN} and ν∗ := max(ν).

From Eq. (A1) the inter-profile correlation coefficient can be calculated for general
kinds of covarying

:::::::
isotope

::::::::
profiles

::::::
X{i}::::::::

(profile
:::::::

stack)
:::

is
::::::::

defined
::::

by
::::

the
::::::::

indices20
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:::::::::::::::::::::::::::::::::::::::::::::::
{i}= {i1, i1 + i2, i1 + i2 + i3, . . . , i1 + i2 + · · ·+ iN}.::::::

This
::::::::::::::

nomenclature
::::

of
::::::::::::

incremental

:::::
steps

:::::::::
simplifies

::::
the

::::::::::::
expressions

:::::::::
obtained

:::::
later.

::::::::
X{i}(z)

:::
is

::::::
given

:::
by

:::
the

:::::::
signal

:::::
S(z)

::::
and

:::
the

::::::
mean

:::
of

::::
the

:
noise terms, cov(εX ,εY ) 6= 0. With cov(X,Y ) = var(S) + cov(εX ,εY ),

var(εX) = var(εY )≡ var(ε) and therefore var(X) = var(S) + var(εX)≡ var(Y ) we obtain
5

rXY =
var(S) + cov(εX ,εY )

var(S) + var(ε)
.

Further, the idendity cov(εX ,εY ) = 〈εXεY 〉, holds for noise . Thus, for

X{i}(z) = S(z) +
1

N
(wi1 +wi1+i2 + · · ·+wi1+i2+···+iN )(z) .

::::::::::::::::::::::::::::::::::::::::::::::::::::::

(A3)

::::
The

::::::::
Pearson

::::::::::
correlation

:::
of

:::
two

::::::
single

::::::::
profiles

:::
Xi ::::

and
:::::
Xi+j::

is
:

corr(Xi,Xi+j) =
cov(Xi,Xi+j)√
var(Xi)var(Xi+j)

=
var(S) + cov(wi,wi+j)

var(S) + var(w)
,

::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

(A4)10

:::::
using

:::
the

::::::::::::::
independence

::
of

::::::
signal

::::
and

::::::
noise

::::
and

::::
the

::::::::::
stationarity

:::
of

::
w.

:

::::
The

::::::::::
correlation

::
of

::
a
::::::
profile

::::::
stack

:::::
X{i} ::::

and
:::
the

::::::
signal

::
is
::::::
given

:::
by

corr
(
X{i},S

)
=

cov(X{i},S)√
var(X{i})var(S)

=
var(S)√

var(X{i})var(S)
.

:::::::::::::::::::::::::::::::::::::::::::::::::::::

(A5)

::::::::
Similarly,

:::::
the

::::::::::
correlation

:::
of

:::::
two

:::::::
profile

:::::::
stacks

:::::
with

:::::::
indices

::::
{i}

:::::
and

:::::
{j},

::::::::::
assuming

:::::::::::
independent

::::::
noise

::::::::
between

::::
the

:::::
sets,

::
is

::::::::
obtained

:::::
from

:
15

corr
(
X{i},X{j}

)
=

cov(X{i},X{j})√
var(X{i})var(X{j})

=
var(S)√

var(X{i})var(X{j})
.

:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

(A6)
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:::::::::
Derivation

:::
of

::::::
model

:::::::::::
correlations

::
To

::::::
derive

::::
the

:::::::
explicit

:::::::::::
correlations

:::::::::
(A4)–(A6)

:::
for

::::
the AR(1) -autocorrelated noise (Eq. A3) the

covariance reads

cov(εX ,εY ) = aξvar(ε)withξ :=
|x− y|

∆`
.5

Here, |x− y| is the distance between profile X and Y , and ∆` ist
:::::
noise

:::::::
model,

::::
we

:::::
need

:::::::::::
expressions

:::
for

::::
the

::::::
noise

:::::::::
variance,

::::::::
var(w),

::::
the

:::::
noise

:::::::::::
covariance

:::
in

::::::::::
horizontal

:::::::::
direction,

:::::::::::::
cov(wi,wi+j),::::

and
:::
the

:::::::::
variance

::
of

::
a

::::::
profile

::::::
stack,

::::::::::
var(X{i}).:

::::
The

::::::
former

::::
two

::::
are

:::::
given

:::
by

:::::::::::::::::
(Chatfield, 2004)

var(w)
::::::

=
var(ε)

1− a2
,

:::::::::

(A7)10

cov(wi,wi+j)
::::::::::::

=
var(ε)

1− a2
aj = var(w)aj .

::::::::::::::::::::::

(A8)

::::
The

:::::
index

::
j
::::
can

:::
be

::::::::::
expressed

:::::
here

:::
by

::::
the

::::::::
distance

::::::::::::
d= `i+j − `i:::::::::

between
:::
the

::::::::
profiles

:::
Xi

:::
and

::::::
Xi+j ::::

and
:
the spacing of adjacent profiles . This can be seen if we set, without loss

of generality, X =X1 and Y =Xn and calculate the spatial mean 〈εX1εXn〉, noting that
only products of identical noise terms have non-vanishing covariance. The parameter a15

is the value of the autocorrelation function at lag one ,
::
∆

:̀:::
as

::::::::::
j = d/∆`.

::::::::
Further,

:::
for

:::
an

:::::
AR(1)

:::::::::
process

:::
the

::::
lag

::::
one

:::::::::::::::
autocorrelation

::
is

::::::
given

:::
by a= exp(−∆`/λ) , where λ is the

typical length scale on which the autocorrelation decreases to the value of 1/e. Thus, the
covariance of the noise terms

:::
with

::::
the

:::::::::::::
decorrelation

:::::
scale

:::
λ.

::
It

:::::::
follows

:::::
from

::::
(A8)

::::
that

::::
the

:::::::::
horizontal

::::::
noise

:::::::::::
covariance decreases exponentially with increasing inter-profile spacing20

|x− y|.
:::::::
distance

::
d
:::
as

cov(wi,wi+j) = var(w)exp

(
−d
λ

)
.

::::::::::::::::::::::::::::::::

(A9)
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To obtain the representativity of a trench profile set, we correlate the profile set with the
signal S(t),

rSX =
cov(S,X)

σSσX
;

correlating two profile sets yields
::::
The

::::::::
variance

::
of

::
a

::::::
profile

:::::
stack

:::::
X{i}::

is
::::::::::
calculated

:::::::::
according

::
to5

var(X{i}) =
〈
X

2
{i}(z)

〉
−
〈
X{i}(z)

〉2
= var(S) +

1

N2

〈
(wi1 +wi1+i2 + · · ·+wi1+i2+···+iN )2 (z)

〉
::::::::::::::::::::::::::::::::::::::::::::::::::::

(A10)

::::::
where

:::::
〈·〉

::::::::::
denotes

::::::
the

:::::::::::
expected

::::::::
value.

:::::::::
Using

:::::
the

::::::::::::::
multinomial

:::::::::
identity

::::::::::::::::::::::::::::::::::::::::::::::::
(ξ1 + ξ2 + · · ·+ ξN )2 =

∑N
i=1 ξ

2
i + 2

∑N−1
i=1

∑
j>i ξiξj ::::::

yields

var(X{i}) = var(S) +
1

N2

{
Nvar(w)+

2
(
〈wi1wi1+i2〉+ 〈wi1wi1+i2+i3〉+ · · ·+

〈wi1wi1+i2+i3+···+iN 〉+ 〈wi2wi2+i3〉+ · · ·+

〈wi2wi2+i3+···+iN 〉+ · · ·+
〈
wiN−1wiN−1+iN

〉)}
.

:::::::::::::::::::::::::::::::::::::::::::::

(A11)

::
By

:::::::::
applying

::::
(A8)

:::
for

:::
the

::::::::::
horizontal

:::::::::::
covariance

::
of the amount of variance shared by the sets,10

rXY =
cov(X,Y )

σXσY
.
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For statistically independent signal and noise terms we have cov(S,X) = var(S). For
cov(X,Y ) we assume that one profile set is derived from

:::::
noise

:::
we

::::::
obtain

:

var(X{i}) = var(S) + var(w)×
1

N2

{
N+2

(
ai2 + ai2+i3 + · · ·+ ai2+···+iN + ai3 + · · ·+ ai3+···+iN + · · ·+ aiN

)}
︸ ︷︷ ︸

σ∗2{i}
:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

(A12)

::::::
where

:::
we

:::::::
define

::::
σ∗2{i}:::

as
::::
the

::::::::
relative

::::::::
effective

::::::
noise

:::::::::
variance

::
of

::::
the

::::::
profile

:::::::
stack.

::
In

::::
the

::::::
limiting

::::::
case

:::
of

::::::
a= 0

::::::
(zero

:::::::::::::::
autocorrelation)

::::::::::::
σ∗2{i} = 1/N ,

:::
in

::::
the

:::::
limit

:::
of

::::::
a= 1

::::::::
(perfect5

::::::::::::::
autocorrelation)

:::::::::
σ∗2{i} = 1.

:::
In

::::::::
general,

::::
σ∗2{i}:::

is
::
a

::::::::
function

::
of

:::::
both

:::
N

::::
and

::::
the

::::::::
spacing

::
of

::::
the

:::::::
profiles

:::::::::
averaged

:::::
(Fig.

::::
A2).

:

:::
For

:::::
final

:::::::::::
expressions

::
of

::::
the

::::::::::
correlation

:::::::::
functions

::::::::::
(A4)–(A6),

:::
we

:::::::
define

:::
the

::::::::::::::
signal-to-noise

::::::::
variance

::::
ratio

:::::::::::
F := var(S)

var(w)::::
and

::::
use

:::::
(A9)

::::
and

:::::
(A12)

:::
to

::::::
obtain

inter-profile corr.: corr(Xi,Xi+j) =
1

1 +F−1

{
1 +F−1 exp

(
−d
λ

)}
, (A13)10

stack-signal corr.: corr
(
X{i},S

)
=

1√
1 +F−1σ∗2{i}

, (A14)

stack-stack corr.: corr
(
X{i},X{j}

)
=

1{(
1 +F−1σ∗2{i}

)(
1 +F−1σ∗2{j}

)}1/2
. (A15)

::::::::::
Estimation

::
of

:::::::::::
parameters

::
To

:::::::::
evaluate

:::
the

:::::::::::
correlation

:::::::::
functions

::::::::::::
(A13)–(A15)

:::
we

::::::
need

:::::::::
estimates

:::
of

:::
the

:::::::::::::
decorrelation15

::::::
length

::
λ

::::
and

::
of

:::
the

::::::::::
time-scale

:::::::::::
dependent

::::::::
variance

:::::
ratio

:::::
F−1.

:

:::
For

:::::
the

:::::::
trench

:::::
data

::::
on

::::
the

::::::::::
seasonal

:::::
time

:::::::
scale,

::::
we

:::::::
obtain

::
a
::::::::::

variance
:::::
ratio

:::
of

:::::::::::::::
F−1 ' 1.1± 0.1

:::::
from

::::
the

:::::::::
observed

::::::::::::
inter-profile

:::::::::::
correlations

:::
of

:
T1 , the other from T2.
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As the trenches are separated by ∼ 500m, the noise terms are to a good approximation
decorrelated, and therefore cov(X,Y )' var(S). What is left to calculate is the variance σ2

X
of a profile set. A straightforward calculation, again noting that only products of identical
noise terms do not vanish in the averaging process, yields

σ2
X

=
〈
X

2〉− 〈X〉2 =
〈
X

2〉− 〈S〉25

= var(S) + var(ε)
σ∗
X

2

N2 .

Here, var(ε)σ∗
X

2 is the effective noise variance of the profile set using the definition

σ∗
X

2 :=

(∑
ν

aν−1

)2

+ (1− a2)
ν∗∑
i=2

 ∑
k∈{ν>1,ν≥i}

ak−i

2

.

By combining Eqs. (A10)
:::::
(Fig.

:::
6)

:::
for

:::::::
profile

:::::::::
spacings

::::::::
≥ 10m,

:::::
and

:::
an

:::::::::
estimate

:::
of

::::
the

::::::::::::
decorrelation

::::::
length

:::
of

:::::::::
λ' 1.5m

:::::
from

::::
the

::::::::::
horizontal

::::::::::::::
autocorrelation

:::
of

:::
the

:::
T1

::::::
δ18O

:::::
data.10

:::
We

::::::::
validate

::::
the

:::::::::::
parameters

:::
by

::::::::::
comparing

::::
the

:::::::::
predicted

::::::
(A15)

::::
and

::::::::::
observed

:::::::::::
correlations

::::::::
between

::::::
profile

:::::::
stacks

:::::::
derived

:::::
from

:::
T1

:
and (A12) with Eq. (A16) , respectively, we finally

obtain expressions for the representativity of a trench profile set as well as for the shared
variance of a

:::
T2

::::
(Fig.

:::
7).

:::::
This

:::::::::
assumes

::::::::::::
independent

:::::
noise

::::::::
between

:
T1 and a T2 profile set:

15

rSX = 1√
1+ var(ε)

var(S)

σ∗
X

2

N2

;

rXY '
1{(

1+ var(ε)
var(S)

σ∗
X

2

N2
X

)(
1+ var(ε)

var(S)

σ∗
Y

2

N2
Y

)}1/2 .
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For vanishing autocorrelation, a→ 0, Eq. (A16)gives σ∗
X

2→N . Thus, the representativity
of a profile set, Eq. (A16) , simplifies to the classical result

rSX
a→0−−−→ 1√

1 + 1
N

var(ε)
var(S)

,

where the noise variance scales with the number of profiles averaged.
:::
T2,

:::
a

:::::
valid

:::::::::::::
approximation

::::::
given

::::
that

:::
the

:::::::
trench

::::::::
distance

::::::::::
(∼ 500m)

::
is

::::::
much

::::::
larger

:::::
than

::
λ.

::::::::
Relying

:::
on5

:::
the

:::::::::::
assumption

:::
of

::::::
equal

:::::
noise

:::::::::
variance

::
in

::::
the

::::::::::
horizontal

::::
and

:::::::
vertical

::::::::::
direction,

::
a

:::::::
second

::::::::
estimate

::
of

:::::::::::
F−1 ∼ 1.6

::::
can

:::
be

:::::::::
obtained

:::::
from

:::
the

::::::::::
observed

::::::
mean

:::
T1

::::::::::
down-core

:::::::::
variance

:::::::::
(identified

::::
with

::::::
signal

:::::
and

::::::
noise)

::::::::::
subtracted

:::
by

::::
the

:::::::::
observed

::::::
mean

:::
T1

::::::::::
horizontal

::::::::
variance

::
(=

:::::::
noise).

:

For the full trench data, Eqs. (A16) –(A16)are referred to as the representativities on10

the seasonal time scale with the corresponding seasonal variance ratio of var(ε)
var(S) . On the

::::::
Going

:::::
from

:::
the

::::::::
original

:::::::::
seasonal

::::::::::
resolution

::
of

::::
the

:::::::
trench

:::::
data

::
to

:::
an

:::::::
explicit

:
inter-annual

time scale, this variance ratio is replaced by the corresponding annual ratio of var(ε)annual
var(S)annual

,
where for the

:::
the

:::::
short

:::::
data

:::::
sets

:::::
only

:::::
allow

:::::::
limited

::::::::::::
estimations.

::::
We

:::::
thus

::::::
make

::::
use

:::
of

:::
the

:::::::::
following

::::::
simple

:::::::::
heuristic

:::::::::::
arguments.

::::
The

:::::::
annual

::::::
signal

::::::::
variance

::
is

::::::::::
estimated

:::::
from

:::
the15

:::::
mean

:::::::
annual

:::::
δ18O

:::::
time

::::::
series

:::
of

:::::
each

:::::::
trench

::::::::::
neglecting

::::
the

::::::::
residual

::::::
noise

::::::::::::
contributions

:::
and

:::::::::::
averaging

:::::
both

:::::::::
variance

::::::::::
estimates

::
to

:::::::
obtain

::::::::::::::::::::::::
var(S)annual ' 0.68(‰)2.

:::::
The

:
annual

noise variance, var(ε)annual, :::::::::::
var(w)annual,::

is
:::::::::::

calculated
:::::
from

:::
the

::::::::::
seasonal

:::::
noise

:::::::::
variance

:::::::::
estimated

:::
by

:::
the

::::::
mean

:::::::::
horizontal

:::
T1

:::::::::
variance

::
of

::::::::::::::::::
var(w)' 5.9(‰)2.

::::::::::
Physically,

:::
we

::::::
expect

::
a

:::::::
vertical

::::::::::::::
autocorrelation

:::
of

:::
the

::::::
noise

::::
due

:::
to

:::
the

:::::::::::
underlying

::::::::::
processes

:::::::::::::
(stratigraphic

::::::
noise,20

:::::::::::::::::::::::::::::::::::::
Fisher et al., 1985; Ekaykin et al., 2002 ;

::::::::::
diffusion)

::::::
which

:::
is

:::::
also

:::::::::
indicated

::::
by

::::
our

:::::
data

::::
(Fig.

::::
1b).

:::::::::
However,

::::
due

:::
to

:::
the

:::::::
limited

:::::::
vertical

::::::
trench

::::::
data,

:::
the

:::::::
vertical

::::::
noise

::::::::::::::
autocorrelation

::::::
cannot

:::
be

::::::::
reliably

:::::::::
estimated

::::
and

::::
we

:::::::
discuss

::::
two

::::::::
limiting

::::::
cases:

:::::
case

::
I)
::::

the
:::::::
vertical

::::::
noise

::
is

::::::::::::
independent

::::::
(white

:::::::
noise)

::::
and

::::
the

:::::::::
seasonal

::::::
noise

:::::::::
variance

:::::::::
therefore

::::::::
reduced

:::
by

::::
the

:::::::
number

::
of

:::::::::
samples

::::::::
included

::
in

:
the two limiting cases discussed in the text are used.

::::::
annual25

:::::::
average

:::::::::
(N ≈ 7),

::::::
case

:::
II)

:::
the

::::::::
vertical

::::::
noise

:::::::
shows

::::::::::
complete

:::::::::::::::::
inter-dependence

:::
on

::::
the
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::::::::::
sub-annual

:::::
time

:::::
scale

::::
and

::
its

:::::::::
variance

::
is

:::
not

::::::::
reduced

:::
by

::::::
taking

::::::
annual

::::::::
means.

::::
The

::::::::
resulting

:::::::::::
inter-annual

::::::::
variance

::::::
ratios

::
of

::::::
noise

::::
over

::::::
signal

::::
are

:

F−1annual =
var(w)annual

var(S)annual
' 1

0.68
×

{
0.84 ,

5.9
=

{
1.2, for case I ,

8.7, for case II .
::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

(A16)

:::
For

:::
all

:::::::
longer

:::::
time

::::::::
scales,

::::
we

:::::::::
generally

:::::::::
assume

:::::::::::
white-noise

::::::::::
behaviour

::::
for

::::
the

::::::
noise

:::::::::::
covariance.5

Appendix B: Estimate of the influence of isotopic diffusion

Appendix B:
::::::::::
Reduction

:::
of

::::::
noise

:::::
level

:::
by

::::::::::
diffusion

To estimate the effect of isotopic diffusion through the porous firn on the lateral δ18O
variance of the trenches, we apply a simple numerical approach. An artificial δ18O trench
of 45m length and 1.2m depth is built by creating isotope profiles with a rectangular δ18O10

variation (expressed as relative variation between −1 and 1) adopting a summer fraction of
25%. The lateral resolution is set to 0.6m, resulting in 76 profiles; the vertical resolution is
fixed at 0.5cm. Each profile is vertically shifted to mimic a surface height variation d of the
form

d(x) = ∆ · sin

(
2π

λ
x

)
15

with a peak-to-peak amplitude of 2∆ = 10cm and a wavelength of λ= 10m.
::::
The

:::::::
integral

::::
over

::::
the

::::::
power

:::::::::
spectrum

::::::
P (f)

:::
of

:
a
:::::

time
:::::::
series

:::::
X(t),

:::::::
where

::
f

::::::::
denotes

::::::::::
frequency

::::
and

::
t

::::
time,

:::
is

:::::
equal

:::
to

:::
the

:::::
total

::::::::
variance

::
of

:::
X

:::::::::::::::::
(Chatfield, 2004) ,

:

var(X) = 2

f0∫
0

P (f)df .

::::::::::::::::::::

(B1)
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:::::
Here,

:::
f0 ::

is
:::
the

::::::::
Nyquist

:::::::::
frequency

::::::::::
according

::
to

::::
the

:::::::
sample

::::::::::
resolution

::
of

:::
X.

:

For the numerical diffusion calculation,
:
a

::::::
given

:::::::::
diffusion

::::::
length

:::
σ

::::
and

::::::
local

:::::::
annual

::::
layer

::::::::::
thickness

:::
ḃ,

:::::::::
diffusion

::::::::::
changes

::::
the

::::::
initial

:::::::
power

::::::::::
spectrum

:::::::
P0(f)

::::::::::
according

:::
to

::::::::::::::::::::::::
(van der Wel et al., 2015)

P (f) = P0(f)exp
(
−2πσḃ

−1
f
)2

:::::::::::::::::::::::::::::

(B2)5

:::
For

::::::
white

::::::
noise,

:::
the

:::::
initial

::::::
power

:::::::::
spectrum

::
is

::
a

:::::::::
constant,

:::::::::::::::::::
P0(f) = P0 = const.

::
In

::::
this

:::::
case,

:::
the

:::::::
integral

:::::
(B1)

::
is

::::::::::::::
straightforward

::
to

::::::
solve,

:

2P0

f0∫
0

exp
(
−2πσḃ

−1
f
)2
df = P0

√
π/(2πσḃ

−1
)erf(2πσ

::::::::::::::::::::::::::::::::::::::::::::::::::

ḃ−1f0) .
:::::

(B3)

:::
We

:::::::::
assume

::
a
::::::

layer
::::::::::

thickness
:::

of
::::

ice
:::

of
::::::::::::::
ḃ= 7cm yr−1

::::::::::::
(equivalent

:::
to

:
the diffusivity

is taken approximately as a constantover the first metre of firn with a value10

for δ18O of D ≈ 2.9× 10−8 cm2 s−1, which has been calculated according to
Johnsen et al. (2000) adopting the relevant parameters for Kohnen station . The diffusion
length is modeled to vary with time as (Johnsen et al., 2000)

σdiff (t)∼
√

2Dt,

assuming zero vertical strain rate. The time t of burial since deposition is expressed in15

terms of the depth of the respective snow parcel using the present accumulation rate ḃ
of snow, t(z) = z/ḃ with ḃ= 0.2m yr−1 ≈ 6.3× 10−9m s−1. In the numerical approach, for
each depth z(t) the trench profiles are diffused with respect to the respective diffusion
length σdiff by convoluting the original signal with a Gaussian with a standard deviation
of σdiff (t(z)).

:::::::
present

:::::::::::::
accumulation

::::
rate

:::
at

::::::::
Kohnen

::::::
station

:::
of

:::::::::::::::::
6.4cm w.eq. yr−1)

:::
to

::::::
obtain20

::
an

::::::
upper

:::::
limit

::
of

::::
the

::::::::
diffusion

::::::
effect.

::::::
Given

:::
an

::::::
initial

::::::
noise

::::::
power

:::
P0:::

for
:::::::
annual

::::::::::
resolution,
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:
a
:::::::::
constant

::::::::
diffusion

:::::::
length

::
of

:::::::::
σ = 8cm

:::::::::::::::::::::::::
(Johnsen et al., 2000) and

::
a
::::::::
Nyquist

::::::::::
frequency

::
of

:::::::::::::
f0 = 0.05yr−1

::::::::::
according

:::
to

::::::::
decadal

::::::::::
resolution,

:::::::::::
evaluation

::
of

:::::
(B3)

:::::::
yields

::
a

:::::::::
reduction

:::
of

:::
the

:::::::
annual

::::::
noise

::::::
power

:::
of

::::::::::::::::
∼ 0.095[yr−1]P0,

::::::
similar

:::
to

::::
the

:::::
case

::
of

:::::::::::
undiffused

:::::
white

::::::
noise

:::::::::
(reduction

:::
by

::
a

::::::
factor

::
of

::::
10).

:::
At

::::
our

::::
site,

:::::::::
diffusion

::::
thus

:::::
only

::::
has

::
a

:::::
minor

::::::
effect

:::
on

::::::::
decadal

:::
and

:::::::
longer

::::
time

:::::::
scales.5

The numerical lateral δ18O trench variance after diffusion is in qualitatively good
agreement with the observational data of trench T1 (Fig. ??).
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Table 1. The variance
::::::::
Variance levels observed for

:
of

:
the two trenches: The lateral

::::::::
horizontal vari-

ance is the mean horizontal variance over
::
of all depth layers

::
on

::::::::
absolute

::::::::::
coordinates, the down-core

variance gives
:
is

:
the mean vertical variance over

::
of all respective trench profiles. The seasonal as

well as the inter-annual variance levels denote the variances of the respective mean seasonal and
inter-annual δ18O time series of the two trenches (Fig. 5). All numbers are in units of (‰)2.

trench lateral σ2
l :::::::::

horizontal
::
σ2
h: down-core σ2

v seasonal σ2
v inter-annual σ2

a

T1 5.9 9.5 5.1 1.15
T2 5.3 7.3 3.3 0.21
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Table 2. The noise
:::::
Noise

:
variance and standard deviation (SD) of the trench data and

:::::::
together

:::
with

:
the ratio of the measurement uncertainty (∆δ18O = 0.09‰) and the respective noise SD, given

for different time scales and for the two scenarios
:::::
limiting

::::::
cases

:
of the annual noise variance.

:::
The

:::::::
decadal

:::::
noise

:::::
level

::::::::
estimates

::::
are

:::::::::
calculated

:::::
from

:::
the

:::::::
annual

:::::
noise

:::::::::
variances

::::::::::
accounting

:::
for

:::
full

::::::
forward

::::::::
diffusion.

time scale variance in (‰)2 SD in ‰ ∆δ18O/SD

seasonal 5.9 2.43 4 %
annual: case I 1.25

::::
0.84 1.12

::::
0.92

:
8
::
10 %

annual: case II 5.9 2.43 4 %
10 yr-avg.: case I 0.13

::::
0.08 0.36

::::
0.28

:
25

::
32 %

10 yr-avg.: case II 0.59
::::
0.56 0.77

::::
0.75

:
12 %
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Table A1.
::::::::
Summary

::
of

:::
the

::::::::::::
nomenclature

:::::
used

:::
for

:::
the

::::::::
statistical

:::::
noise

::::::
model.

::::::
symbol

: :::::::::
description

:
z

:::::::
absolute

::::::
depth

:::::
below

:::::
mean

:::::
snow

::::::
height

::
Xi: :::::

trench
:::::::
isotope

::::::
profile

::
at

:::::::
position

::̀i

::
∆

:̀ :::::::
spacing

::
of

::::::::
adjacent

::::::
profiles

:
S

::::::
climate

::::::
signal

::::::::
contained

::
in
:::
Xi

::
wi: :::::

noise
:::::::::
contained

::
in

::
Xi

::
εi: :::::

white
:::::
noise

::::::::::
component

::
of

::
wi

::::
X{i}: :::::

profile
:::::
stack

:
a

:::::::::::::
autocorrelation

::::::::::
parameter;

::::::::::::::
a= exp(−∆`/λ)

:
λ

::::::::
horizontal

::::::
noise

:::::::::::
decorrelation

::::::
length

:
d

::::::::::
inter-profile

:::::::
distance

::
N

: :::::::
number

::
of

::::::
profiles

::::
σ∗2{i} ::::::

relative
::::::::
effective

:::::
noise

::::::::
variance

::
of

:::::
stack

::::
X{i}

::
F

: :::::::::::::
signal-to-noise

:::::::
variance

::::
ratio
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Figure 1. (a) The two-dimensional δ18O profile
::::::::::
Coordinate

:::::::
systems

:::::
used

:::
for

::::
the

:::::::
analysis

:
of

:::
the

trench T1. The depth scale is relative
::::::
isotope

:::::
data:

:::
(1)

::
a
:::::::::
curvilinear

::::::::::
coordinate

::::::
system

:::::
(ξ,ζ)

:::::
(blue

::::::
dashed

:::::
lines,

:::::::
surface

:::::::::::
coordinates)

::::
with

:::::::::
horizontal

::::
axis

:::::::::
tangential to the mean snow

::::::
surface

:
height

:::::
profile

::::
and

:::::::
vertical

::::
axis

::::::::
denoting

:::
the

::::::
depth

::::::
below

:::
the

:::::
local

:::::::
surface;

:
(long-dashed

:
2)

::
a
:::::::::
Cartesian

::::::
system

:::::
(x,z)

:
(black line

::::
lines,

::::::::
absolute

:::::::::::
coordinates) ;

::::::
defined

::
by

:
the

:::::
mean

:::::::
surface

::::::
height.
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Figure 2.
::
a:

::::
The

::::::::::::::
two-dimensional

::::
δ18O

:::::
data

:::
set

::
of

:::::
trench

:::
T1

::::::::
displayed

:::
on

::::::::
absolute

::::::::::
coordinates.

::::
The

solid black line shows the local snow
::::::
surface height at

::::::
profile,

:
the sampling

:::::::::::
long-dashed

:::::
black

:::
line

:::
the

:::::
mean

:::::::
surface

::::::
height.

::::::::
Sampling

:
positions which are indicated

::::::
marked

:
by

:::
the black dots abovethe

snow profile. White gaps indicate missing data. (b)
::
b: The stratigraphy of trench T1 expressed as

the seasonal layer profiles by tracking the local δ18O extrema
::
as

::::::::
explained

::
in

:::
the

::::
text.
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Figure 3. The four isotope
::::
δ18O

:
profiles

:::::::
obtained from trench T2 as a function of depth below the

mean snow height
::::::::
displayed

:::
on

::::::::
absolute

::::::::::
coordinates.

The lateral variance of T1 as a function of depth below the mean snow height. Blue lines
with circles give the lateral variance as calculated horizontally, red lines with circles display
the variance computed for consecutive slices following the present snow surface. Dashed
horizontal lines show the mean variance of each variance profile for the depth ranges of
0–20 and 20–∼ 110cm where the shadings represent the 90% confidence intervals of the5

respective mean.
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Figure 4. Histogram of all possible pairwise correlations (N = 152) between single profiles of trench
T1 and single profiles of trench T2. Displayed are the maximum correlations allowing vertical shifts
of the T2 profiles of up to ±12cm. Shown as a

:
in

:
red line is the correlation between the mean δ18O

profile
::::::
profiles of T1 and the mean δ18O profile of T2 (Fig. 5).
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Figure 5. The mean inter-profile correlation as a function of profile spacing for T1 (black line with
filled circles). Shadings denote the standard error of the mean (undefined if just one profile pair
is found for a given spacing), for each spacing calculated adopting an effective number of profile
pairs that is set to the lower value of the actually found number of pairs and the effective degrees
of freedom for the trench record in lateral direction. The dashed black line denotes the theoretical
inter-profile correlation calculated for first-order autoregressive noise (AR(1)).
Comparison of the mean seasonal δ18O profiles as a function of depth below the

:::::
(lines:

::::::::
seasonal,

:::::
points:

:::::::
annual meansnow height obtained

:
) from trench T1 (blacksolid line) and T2 (redsolid line).

Vertical shifting of ±12cm was allowed to
::
To

:
maximise the

::::::::
seasonal correlation

::::::::::::
(rT1,T2 = 0.81),

resulting in a shift of
::::::
trench

::
T2

::::
was

::::::
shifted

:::
by +3cm.

::::
For

:::
the

:::
first

:::::
three

:::::
depth

:::::
bins,

:::
the

:::::::
number

:
of

:::::::
existing

:::::::::::
observations

:::::
varies

:::
on

::::::::
absolute

::::::::::
coordinates

::::::::
between the original T2 mean profile (black

dashed line)
::::::
trench

::::::
profiles. The

::
To

::::::
obtain

::::::::::
non-biased

::::::::
seasonal

:
mean profiles are well correlated

with rT1,T2 = 0.81. Additionally, red and black points with lines give
:::
only

:
the approximate

annual-mean δ18O time series for the trenches
:::::
depth

:::::
range

:::::::
covered

:::
by

::
all

:::::::
profiles

::
is

:::::
used.

Shadings represent the range
::
of

:::
the

:::::::::::
approximate

::::::::::::
annual-mean

::::::
profiles

:
due to different binning

definitions. Note that the
::::
their first and last value of the annual-mean time series (years 2012 and

2008) are biased since the trench data are incomplete here. The vertical
:::::::
Vertical dashed grey lines

are
::::
mark

:
the positions of the six local maxima of the average profile obtained from the trench

::
of

::::
both

::::::::
seasonal

:
mean profiles.
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Figure 6. The
::::::::
Observed

::::
and

::::::::
modelled

::::::::::
inter-profile correlation between

::
as

:
a set

:::::::
function of averaged

:::::
profile

:::::::
spacing

:::
for

:
T1profiles .

::::::::::::
Observations

:::
for

::
a
:::::
given

:::::::
spacing

::::
are

:::
the

::::::
mean

::::::
across

::
all

::::::::
possible

:::::
profile

::::::
pairs.

:::::::::
Shadings

::::::
denote

::::
the

::::::::
standard

:::::
error

::
of
::::

the
::::::
mean

:::::::::
assuming

:::::::::
maximum

::::::::
degrees

::
of

:::::::
freedom

::::::
(DOF)

::
of

::::::
N = 12

::::::::::
(estimated

::::
from

:::
the

:::::::
effective

:::::
DOF

::
of

:::
the

:::::::::
horizontal

:::::
trench

::::
data

::::::::::
accounting

::
for

::::::::::::::
autocorrelation).
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Figure 7.
::::::::
Observed

:
and

:::::::
modelled

:::::::::::
correlations

::::::::
between

:::
T1

::::::
profile

::::::
stacks

:::
and

:
the mean of all T2

profiles depending on the number of profiles in the T1 set and their
:::::
stack

::
for

:::::
three

::::::::
selected

:
inter-

profile spacing. Three different spacingsare investigated: 2.4m (black), 4.8m (red) and 9.6m (blue).
Solid lines show the

::::::::
Observed

:
results for the actual trench data, dashed lines display the theoretical

correlations calculated for AR(1) autoregressive noise. The trench results are given as
::::::
spacing

::::
and

::::::
number

:::
of

::::::
profiles

::::
are the mean of

::::::
across

:
the correlations obtained for all possible unique sets of

profiles separated by the given spacing
::::::
stacks and are only calculated when at least 15 sets

:::::
stacks

are available.
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Figure 8. The representativity
:::::::::::::
Representativity

:
of an average set of

:
a
:
δ18O firn profiles

:::::
profile

:::::
stack

expressed as the correlation with a hypothetical regional climate signal depending on the num-
ber of profiles averaged as well as

:::
and

:
their inter-profile spacing. The dashed red line shows the

representativity on the seasonal time scale for 10m profile spacing. For the inter-annual time scale,
the two limiting cases discussed in the text are displayed (a:

::
a: best-case scenario/case I, b:

::
b:

worst-case scenario/case II), each for 2m profile spacings (black) as well as 10m profile spacings
(blue)

::::::::::
inter-profile

:::::::
spacing.

:::
As

:
a
:::::::::
reference,

::
in
:::::

each
:::::
case

:::
the

::::::::
seasonal

::::::::::::::
representativity

::
is

::::::
shown

::
in

:::
red

::
for

:::::
10m

::::::::::
inter-profile

:::::::
spacing.
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Figure 9. The probability
:::::::::
Probability

:
of detecting a linear temperature trend of 0.5◦C/50 yr

(correlation> 0, p≥ 0.05
:::::::
p= 0.05) (solid lines) and of determining the strength of the trend with

an accuracy of 25% (dashed lines) , each as a function of the number of annually resolved firn cores
averaged and for the two scenarios of the annual noise variance discussed in the text (blacklines:
best case/case I, bluelines: worst case/case II).
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Figure A1. The lateral variance
::::::
Sketch

:
of T1 as a function of depth below the mean snow height.

Blue lines with circles give the lateral variance as calculated horizontally, red lines with circles
display the variance computed

:::::
trench

::::
used

:
for consecutive slices following the present snow surface.

Greyish-blue dashed lines depict the numerical estimate
::::::::
derivation

:
of the vertical variance

::::::::
statistical

:::::
noise

::::::
model.

:::::::
Vertical

:::::::
isotope

:::::::
profiles

:::
Xi::::

are
:::::::
spaced

::
at

::::::::
constant

::::::::
intervals

:
of a diffused artificial

trench record (see text for details)
::
∆

:̀:
at
:::::::::
locations

:::::::::::
li = l0 + i∆`.

:::
The

:::::::::
horizontal

::::::::
distance

:
d
::::::::
between

:::
two

:::::::
profiles

:::
Xi1::::

and
::::::
Xi1+i2 ::

is
::::::
defined

:::
by

:::
the

::::::::::
incremental

:::::
index

:::
i2,

::::::::
d= i2∆`.
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Figure A2.
::
a:

:::::::
Relative

:::::::
effective

::::::
noise

::::::::
variance

::::
σ∗2{i}::

of
::

a
::::::
profile

:::::
stack

:::::
X{i}:::

as
::
a

:::::::
function

:::
of

:::
the

::::::
number

:::
of

:::::::
profiles

:::::::::
averaged

:::
for

::
a
::::::

profile
::::::::

spacing
:::
of
:::::::::

∆`= 1m
::::

and
::::

for
:::::::
different

:::::::
values

::
of
::::

the

:::::::::::::
autocorrelation

:::::::::
parameter

::
a.

::::
The

::::::
limiting

:::::
case

::
of

:::::
white

:::::
noise

:::::::
(a= 0)

::
is

::::::::
indicated

:::
by

:
a
:::::::
dashed

::::
line.

::
b:

::::
σ∗2{i}:::

as
:
a
::::::::
function

::
of

:::
the

:::::::::::::
autocorrelation

::::::::::
parameter

:
a
:::
for

::::::::
different

::::::::
numbers

::
of

::::::::
averaged

:::::::
profiles

:::
and

::::::
profile

::::::::
spacings.
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