
We thank the two reviewers for their positive and constructive comments on our manuscript. 

We hereafter address the comments made by the reviewers.  

Reviewer 1: 

 
1. I was struck by the estimates of h for the real-world reported in Table 1 – they are larger than I 
expected. I’ve always been aware of spatial autocorrelation as an issue with calibration datasets, but I 
would have thought that the spatial autocorrelation is on the order of 10’s of kilometers rather than 
100’s of kilometers. The results here (300 to 750km) implies a fairly hefty discarding of data – a 750 
km radius around a point will remove a lot of data! Suggest adding a short paragraph to the discussion 
that notes these points and maybe speculates about the ecological or environmental processes that are 
creating such a large-scale spatial autocorrelation.

The values of h found in this study are indeed large. Different variables have different ranges of  
spatial autocorrelation. Mean annual air temperature, mean annual sea surface temperature or salinity
have large spatial autocorrelation at the scale of 100's of kilometres (see Table1). Hence values of h in 
the order of 100's of kilometres are not that surprising. However, as shown in the manuscript: only 
spatial autocorrelation in nuisance variables is unduly improving performance. Not the spatial 
autocorrelation in the variable of interest (samples are more similar than exclusively caused by the 
variable of interest).
The goal of h-block cross-validation is to have a validation set that is independent from the calibration 
dataset. We therefore have to remove spatial autocorrelation caused by influence of spatially 
autocorrelated nuisance variables.  
We will add a short paragraph following the reviewer's suggestion. A comprehensive review of spatial 
autocorrelation and its causes is found in Legendre and Fortin (1989) and Legendre (1993). 

2. The abstract and conclusions both emphasize the point that the three methods return the same value 
of h, but on p 4735, there seems to be a certain amount of fudging going on to ensure that the variance 
explained approach is returning a value of h that isn’t ‘excessively large.’ A suspicious reader might 
wonder whether this approach had been tuned to meet the expectations set by the other approaches, and
whether this tuning would be robust for other datasets. Maybe a sentence or two addressing this point, 
in Methods or Discussion, would help.

The sum of squares as a function of h show roughly an L shape. First a rapid decrease and then a part 
with low changes in sum of squares. We need a way of distinguishing between an important decrease 
(vertical part of the L) and an unimportant decrease (horizontal part of the L) in sum of squares. To 
find the divide between an important and an unimportant decrease in sum of squares we needed to 
define an indeed arbitrary rule. This rule, however, worked for the simulations as well as the three 
real-world datasets. We therefore think that this rule should be robust for other datasets. 
Similar rules are used when pruning classification and regression trees or choosing the number of PLS 
or WA-PLS components to use for a transfer function .   
We will add a few sentences addressing this point to the revised manuscript. 
 
3. Suggest adding a conceptual or demonstration figure illustrating the three methods summarized on 
p4732.



4. These recommendations are all for cross-validation tests. Many paleoclimatologists, of course, use 
transfer functions to make down-core reconstructions of past climatic variables. When going downcore,
should paleoclimatologists still apply h-block winnowing, or is this only necessary for cross-
validation?

We mainly suggest using h-block cv under cross-validation. One application of h-block cross-
validation is to find out if it is to reconstruct a variable at all.  The relation between modern RMSEP 
and downcore RMSE is largely unknown. 

 
5. ‘Spatially independent’ – suggest defining this concept explicitly in the ms.

We will add a definition of 'spatially independent' to the manuscript. 
If we have two points in space and measure a (climate) variable at these two points, it is not possible to
predict the variable at one point using the variable at the other point and vice versa.  

We will also incorporate all the line by line comments in a revised version of the manuscript.  
We also reply to the most important comments directly. 

P4730 L13: Suggest adding citation of work of Viau et al., who have been developing pollen-based 
paleoclimatic transfer functions that are being used by PAGES 2k. e.g. Viau, A. E., Ladd, M., and 
Gajewski, K. (2012) The climate of North America during the past 2000 years reconstructed from 
pollen data. Global and Planetary Change 84–85:75-83. 

This is a general statement about the use of transfer functions and not a statement about transfer 
functions applied to the North American Pollen Database. It would therefore seem more appropriate to
include a reference to work carried out in the SWAP project than the reference suggested.  

P4731 L1-2: “most palaeolimnological transfer functions have little spatial structure in the calibration 
set, and thus are not affected by this problem (Telford and Birks, 2009).” Either modify this statement 
to make it less sweeping or add references to better support it. T&B2009 only showed that there wasn’t
much spatial autocorrelation in a single paleolimnological variable (pH) for a single region (NE US). 

We will modify this statement following the reviewer' s suggestions. 

L20-22: A sum of squares less than 2 is being established as a criteria the data been standardized at this 
point? Or, if not, does this create the problem that different variables and different units would imply 
different scalings here? 

With the variance-explained method we are comparing squared correlations (r2, bounded between 0 
and 1) Pearson' s product-moment correlation coefficient is a standardised covariance and is therefore
independent of the units of the original variables.



L3-10: Suggest citing Williams & Shuman (2008) – they also employed a simple form of h-block 
sampling, although they did not use this terminology. 

We cited Williams and Shuman 2008.

P4732 L4:L13-18: This description of the second method doesn’t quite connect all the dots. Remind 
readers of what is the range of a variogram, and what it tells us about autocorrelation and the proper 
value of h? Clarify also why it’s important that the residuals display autocorrelation (last sentence). 

We clarified the description following the reviewer's suggestion. 

4736: L11-15: Remind reader that these results are for simulated variables. 

4738 L6-14: This discussion of spatially independent datasets is good. Suggest defining concept earlier 
in paper. Also, this discussion is general. Augment this section by discussing whether these problems 
also apply to the foraminifera dataset used here

4739 L3-8: This section is generally correct but is blurring a bit the distinction between taxonomic 
similarity and environmental similarity; specifically it implies that MAT choices are based on envi-
ronmental similarity. MAT of course is based on taxonomic similarity, so environmental
similarity matters only insofar as it determines taxonomic similarity. 

We will edit the text slightly to make this clearer. 
Indeed, MAT selects taxonomically similar samples based on an appropriate distance metric between 
species assemblages. This distance metric is a holistic measure of the similarity of all environmental 
variables affecting the species assemblage (Telford and Birks, 2005), not only the taxonomic similarity 
caused by the variable of interest.

L23: ‘might therefore result in a longer h ’ this seems vague, given that paper has just done analyses on 
this point – what do they show? 

Rephrased.

4731 L3: ‘For the arctic pollen July sunshine transfer function values of h differ’ - rewrite, this is hard 
to read – long string of nouns followed by one verb at end.

We rephrased the sentence.  

 

L5: Delete ‘Hence’ – incorrectly implies close linkage between this sentence and prior one. 

Removed hence. 



L8: ‘shorter h’ Shorter than what? And what is a shorter h? Prior sentences implied that all the methods 
returned roughly similar values of h.

Statement was clarified. 

Table 1: Why the “NA” for the Arctic data?  

Unfortunately, there is no spatially independent test set for the arctic pollen data.  

Reviewer 2

Page 4730, Line 3: "spatially-structured" –> "spatially structured"

changed

Page 4732, bullet item iii. Would it possible to add one or two sentences to clarify the underlying 
reasoning of the variance-explained test? From the authors’ description, I can readily follow what is 
done in this test, but I struggle to understand why this is a useful way to estimate the correct h.

We will clarify the rationale of using the variance explained method to estimate h.
We simulate environmental variables with the same spatial structure as the variable influencing species
composition. The species composition is therefore not related to the simulated environmental variable. 
The only possible relation is through a correlation with the variable of interest. We therefore compare 
the r2 of the transfer function with the r2 between the two variables. If the data were independent we 
would expect a maximum r2 of the transfer function close to the r2 between the two variables. 
Therefore transfer function r2 larger than r2 between the two variables is indicative of over-optimistic 
performance estimates.   

Page 4735, Line 6: Regarding loess, the authors say that "shorter spans are expected to remove more 
local variance." Is this backwards? I’d expect a short span to remove less of the local 
variance.

With loess smoothing a short span (proportion of data considered in smoothing) results in heavier 
smoothing, closer fitting to the data. Hence a short span removes more of the local variance.   

Figure 1: Question for authors. It seems to me based on this figure that for many datasets the 
variogram-distance method often considerably overestimates the optimal h compared to the other two 
methods. The authors suggest using both the variogram- distance and variance-explained methods, and 
choosing the smaller h. But in addition to that, would it be possible to roughly estimate by how much 
the variance-explained tends to overestimate optimal h? I ask because of the two methods suggested, 
the variogram-distance method is by far the easier one to run. The variance-explained method, in 
particular, seems like it might be very calculation-intensive. It can be run for MAT, probably the least 
calculation-intensive reconstruction method of all, but what if the test needs to be done for another 
reconstruction approach? Thus it might be
helpful, in some cases, to be able to run the variogram-distance method only, and have some rule of 
thumb about how much the h is likely to be overestimated. Or does the relationship between the h 



suggested by the two methods vary too much between individual datasets to give any such guideline?

Yes indeed, the estimates obtained with the variogram range method are usually longer than the ones 
obtained with other methods. Unfortunately, the relationship between h suggested by the two methods 
is too uncertain to give guidelines on how much the variogram range method overestimates h. 

Figures 2-3: There appear to be two sets of results for the sum of variogram ranges of 30. Is one set of 
results perhaps for another x value?

The two values of 30 are caused by two possibilities of getting a total variogram range of 30 with the 
nuisance variables used in this study: 5+25 and 15 + 15

Figure 5: I don’t see this figure referenced anywhere in the text

We will fix this

We will also upload the code needed to use the variance explained method with the revised manuscript.
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Abstract

Conventional  cross-validation  schemes for assessing transfer-function performance assume

that observations are independent.  In spatially -structured environments this  assumption is

violated,  resulting  in  over-optimistic  estimates  of  transfer-function  performance.  H-block

cross-validation, where all samples within h km of the test samples are omitted is a method

for obtaining unbiased transfer function performance estimates. In this study, we assess three

methods for determining the optimal h. Using simulated data, we find that all three methods

result in comparable values of h. Applying the three methods to published transfer functions,

we find they yield similar values for h. Some transfer functions perform notably worse when

h-block cross-validation is used.

1 Introduction

Transfer  functions  have  been  widely  used  to  reconstruct  past  environmental  and  climate

change (e.g. Kucera et al., 2005; Fréchette et al., 2008, Juggins, 2013). The performance of

transfer functions for reconstructing past environmental change from microfossil assemblages

based on species-environment relationships in a modern calibration set of paired species and

environmental  data  is  usually  assessed  by  cross-validation.  The  simplest  cross-validation

scheme, leave-one-out (LOO), omits each observation in turn from the calibration set and

attempts  to  predict  the environment  at  the omitted  observation from the remainder  of the

calibration set.  Key performance diagnostics include the correlation between the predicted
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and  observed  environmental  variables,  and  the  root  mean  squared  error  of  prediction

(RMSEP). Crucially, LOO assumes that the observations are independent. If the observations

in the calibration set are not independent, because of autocorrelation or other types of pseudo-

replication, performance statistics based on LOO will be over-optimistic (Telford and Birks,

2005;  Payne  et  al.,  2012).  In  many  marine  transfer  functions,  the  observations  in  the

calibration set are not independent, nor for pollen-climate transfer functions,  whereas most

palaeolimnological transfer functions have little spatial structure in the calibration set,

and thus are not affected by this problem (Telford and Birks, 2009).

Burman et al. (1994) extended LOO by omitting h observations preceding and following the

test observation in a time-series to minimise the effects of autocorrelation. They called this

procedure h-block cross-validation. Telford and Birks (2009) suggested that this scheme can

be adopted for transfer functions by omitting observations within h-km of the test observation

during cross-validation. The problem is how to select the optimal length of h. If h is too short,

the test-observation is not fully independent of the calibration set and performance estimates

will be over-optimistic. Conversely, if h is too long, information is unused and performance

estimates will be unduly pessimistic.

Burman  et  al.  (1994) circumvented  this  problem for  time-series  by adding a  term to  the

estimated performance to correct for data underuse. With the addition of this correction term,

which varies with the proportion of data excluded, the choice of h becomes much less critical.

The method developed by Burman et al. (1994) is only suitable for stationary (i.e. the mean

and variance do not vary with location), evenly-spaced data. As calibration sets are not evenly

distributed in space,  this  method is not applicable for transfer functions.  Additionally, the

method by Burman et al. (1994) is based on comparing the performance of regression and

time-series models using h-block cross-validated coefficients and apparent coefficients. As the

widely  used  modern  analogue  technique  calibration  method  is  not  based  on  estimating

coefficients, the method outlined by Burman et al. (1994) is not applicable.    

There is thus a need for methods that can estimate the appropriate length of  h so that transfer-

function performance statistics are unbiased. Telford and Birks (2009) suggested using the

range of a variogram model  fitted to LOESS-detrended residuals of a weighted averaging

model. In this paper, we propose two further methods for determining h. We test these three

methods  with  simulated  species  assemblages  incorporating  environmental  variables  with

known spatial autocorrelation. We demonstrate the utility of the proposed methods using three
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published calibration sets: the planktonic foraminifera data set from Kucera et al. (2005) and

the Arctic pollen July temperature and Arctic pollen July sunshine transfer functions from

Fréchette et al. (2008).

2 Methods

We propose three methods for determining the value of h that gives approximately unbiased

estimates of calibration-function performance under cross-validation:

i) Telford and Birks (2005) used a spatially -independent test set (i.e. the minimum spatial

distance between the calibration and verification data set were so large that environmental

variables measured at the two closest points were unrelated), to estimate unbiased RMSEP

and r2. We interpret the distance at which the h-block cross-validated RMSEP and the RMSEP

of the independent validation set is similar as the optimal length of h. This method assumes

that  assemblages  in  the  independent  test  set  are  comparable  to  the  assemblages  in  the

calibration set, which implies that ranges of the variables of interest and of nuisance variables

are comparable and that the species-environment responses are the same.   

ii)  Telford  and  Birks  (2009)  proposed  using  the  range  of  a  circular  variogram  fitted  to

detrended residuals of a weighted averaging (WA) transfer function to determine  h.  Spatial

structure of transfer function residuals is indicative of influence of environmental variables

other than the variable of interest on the species assemblages (Telford and Birks, 2005; Guiot

and de Vernal, 2011).  WA iswas recommended by Telford and Birks (2009) recommended

because it is fairly robust to spatial autocorrelationin secondary variables (Telford and Birks,

2005,  2009).  Hence  the  transfer  function  does  not  incorporate  much  of  the  spatial

autocorrelation  of  nuisance  variables  and  therefore  residuals  display  spatial

autocorrelationtransfer function does not incorporate much of any spatial autocorrelation in

nuisance variables and therefore residuals can be spatial autocorrelated. The spatial structure

of the residuals is then assessed using a variogram model (e.g. Legendre and Legendre, 2012).

 

iii)  The third method is motivated by Guiot and de Vernal  (2011) who attribute  the good

performance of calibrationtransfer functions trained on simulated environmental variables to

correlations between the simulations and the observed environmental variable rather than to

autocorrelation. If the good performance of a transfer function is caused by the correlation
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between simulations and the observed environmental variables, r2   between the simulated and

observed  variables  and  the  transfer  function  r2     should  be  approximately  similar. Spatial

structure in the environment data will increase the transfer function r2   .

We generated many simulated environmental variables with the same autocorrelation structure

as the environmental variable  of interest.  For each of the simulated variables,  the  h-block

cross-validation r² was estimated for different values of h. We compared the cross-validation

r2 to the r2 between the simulated variables  and the observed environmental  variable.  For

small  values  of h  the  cross-validation  r2 was  higher  than  the simulated-observed r2;  with

increasing h, the former declined as the contribution from spatial autocorrelation weakened.

We argue that the optimal value of h is where the two r2 values are similar. We used sum of

squares of the differences between the two sets of r2 for different values of h as our criterion.

This method is referred to below as the variance explained method.    

We tested the three methods on simulated species assemblages using the modern analogue

technique (MAT, e.g. Overpeck et al. 1985) and weighted averaging with inverse deshrinking

(WA,  e.g.  ter  Braak  and  Loomanvan  Dam,  19886).  First,  we  simulated  environmental

variables with different amounts of spatial autocorrelation on a 30x30 unit spatial grid using

Gaussian unconditional simulation. We used variogram models from the Matérn family. In the

R-package gstat (Pebesma and Graeler, 2015), the range of a Matérn variogram is defined

as the distance at which the curvature of the variogram changes from left turning to right

turning (i.e. the second derivative of the variogram function is 0). The curvature change is at

about two-sevenths of the effective variogram range. We used pure nugget variograms (i.e.

range is zero) and variograms with effective ranges of 5, 15, and 25 distance units and the

smoothness  parameter   set  to  1.8.  All  the  environmental  variables  were  centred  and

transformed to normal distributions. 

Minchin  (1987)  introduced  a  method  for  simulating  realistic-looking  community  patterns

along  environmental  gradients  using  generalised  beta  distributions  to  represent  species

response curves. We implemented his method in the  palaeoSig R-package (Telford and

Trachsel,  2015)  to  generate  species  distributions  and  simulated  assemblages  along

environmental  gradients.  We generated  species  response  curves  for  30  species  on  three

orthogonal environmental gradients, which should approximate the dimensionality of many

data sets. The optima of these 30 species were drawn from a uniform distribution spanning 30

environmental  units.  The  maximum  abundances  were  drawn from a  uniform distribution

4



ranging  from 0  to  1.  The  niche  width  of  each  species  was  set  to  45  units.  Both  shape

parameters of the beta distribution were set to 4 resulting in near-Gaussian response curves

(Telford and Birks, 2011). From these response curves, and the three environmental variables

that  were generated  using variogram models  and kriging,  counts  of 300 individuals  were

simulated and relative abundances calculated. We simulated species assemblages at 200 of the

900 grid nodes.

Of the three equally important  environmental  variables used to simulate  species,  one was

considered the environmental variable of interest and the other two were treated as nuisance

variables.  To ensure that  the importance  of the three  environmental  variables  was always

similar, we fixed their standard deviation to an arbitrarily chosen value of 6.5. This resulted in

a  compositional  gradient  length  of  the  simulated  species  assemblages,  as  determined  by

detrended correspondence analysis (Hill and Gauch, 1980), between three and four standard

deviation units. Each variogram range of the environmental variable of interest was combined

with all 10 unique combinations of variogram range of nuisance variables. The same species

response curves were used with each combination. The procedure was replicated 100 times,

with the same species response curves for each replicate. 

A  spatially-independent  test  set  with  200  samples  was  generated  using  environmental

variables with the same mean and variance as the variables used to generate the calibration

data set. We calculated the RMSEP of this test set and compared this with the h-block cross-

validated RMSEP of the calibration set. The distance at which the two RMSEPs are similar is

interpreted as the optimal h. RMSEP did not systematically change as a function of h for some

calibration sets, particularly with WA. We therefore introduced a criterion to assess directly

from the  h-block RMSEP whether  a  data  set  was affected  by spatial  autocorrelation.  We

compared LOO-RMSEP to h-block RMSEP at 10% of the longest distance in the data set (in

the simulation study 4 spatial units). If  h-block RMSEP at this distance was less than 20%

larger  than  LOO-RMSEP,  the  transfer  function  was  considered  unaffected  by  spatial

autocorrelation.  The  number  of  20%  is  derived  from  the  WA-based  Arctic  pollen  July

temperature transfer function that is unaffected by spatial autocorrelation. The h-block cross-

validated RMSEP of the WA-based Arctic pollen July temperature transfer function increases

by 20% at h equal to 10% of the total length.    

To estimate  the  variogram  length  of  detrended  cross-validated  WA residuals,  a  circular

variogram  model  was  fitted  to  the  residuals  of  a  WA model  with  inverse  deshrinking,
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detrended with a loess filter with span 0.1. The span of the loess filter potentially affects the

range  of  the  variogram.  Shorter  spans  are  expected  to  remove  more  local  variance  and

probably reduce the range of a variogram fitted to the residuals.  

To  assess  the  variance  explained  method,  99  variables  were  simulated  with  the  same

variogram as the variable of interest. These simulated environmental variables were used to

generate  transfer  functions  with  the  species  assemblage,  and  h-block  cross-validation

performance was estimated. We then compared the transfer-function r2 to the r2 between the

environmental variable of interest and the simulated environmental variable and calculated the

sum of squares of the difference between the two coefficients of determination for each level

of h. Preliminary results using the variance explained method revealed a reversed J shape of

the sum of squares as a function of h.  As Consequently, the sum of squares can remain fairly

constant after a certain length of  h, and the minimum sum of squares can give excessively

large values of h. So, Wwe therefore used the shortest h with a sum of squares lower than the

minimum sum of squares plus 10% of the difference between maximum and minimum sum of

squares as optimal h. The total sum of squares was constantly low for many WA models. The

aforementioned  criterion therefore still  resulted  in  excessively  large  values  of h

(maximum sum of squares = 0.1, minimum sum of squares = 0.01, threshold = 0.019). We

therefore  introduced  a  second  threshold:  all  lengthstransfer  functions with  a  sum  of

squares <2 were considered unaffected by spatial autocorrelation.    For real datasets we

would not use such a threshold as this threshold was used for datasets unaffected by spatial

autocorrelation. For real datasets, we would first check the residuals of a WA transfer function

for spatial structure and  compare the effects of removing the environmentally closest (only

variable  of  interest)  and the  spatially  closest  samples  under  cross-validation  (Telford  and

Birks, 2009)  If transfer function performance (r2  )  is more affected by removing spatially

close sites than by removing environmentally close sites, the transfer function is affected by

spatial autocorrelation. 

We calibrated the planktonic foraminifera data set from Kucera et al. (2005) against summer

sea temperatures at 50 m depth. The planktonic foraminifera data set was the only real data set

to which we could apply the three methods for determining h, as it is possible to divide the

data set into a North Atlantic calibration set and a South Atlantic test set at the thermal equator

(3°N). To avoid spatially close samples at the divide, we only used samples south of 3°S to

form  the  South  Atlantic  data  set.  The  variogram  range  method  was  applied  as  for  the
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simulated data. For the variance explained method 499 environmental variables with the same

spatial structure (Table 1) as the summer temperature of the sea at 50 m depth in the North

Atlantic were generated. 

For the Arctic pollen July temperature and July sunshine transfer functions (Fréchette et al.

2008), no spatially-independent test set was available. The two other methods were used as

described for the planktonic foraminifera data set. 

All  numerical  analyses  were  carried  out  using  R  (R  Core  Team,  2015)  with  packages

palaeoSig (Telford and Trachsel, 2015),  rioja (Juggins, 2009),  gstat (Pebesma and

Graeler, 2015), sp (Pebesma, 2015), fields (Nychka et al. 2015) and ncdf (Pierce, 2015).

3 Results

Estimates  of h  and  their  distribution  for  different  levels  of  spatial  autocorrelation using

simulated environmental variables and simulated species assemblages are shown in Fig. 1.

The estimates of h using a spatially- independent test set and the variance explained method

are fairly similar, while the estimates using the variogram range of WA residuals are greater.

For  simulated  species  with  no  spatial  autocorrelation  in  the  nuisance  variables h  is

consistently estimated to be 0. H is also consistently 0 for WA models, whereas h consistently

increases with increasing spatial autocorrelation in the nuisance variables when using MAT.

Estimates of RMSEP based on MAT are shown in Fig. 2. With no spatial autocorrelation in

the variable of interest, the h-block cross-validated RMSEP and LOO cross-validated RMSEP

are similar and are invariant to the amount of spatial autocorrelation in the nuisance variables

(Fig.  2a).  With  a  variogram  range  of  5  in  the  variable  of  interest  (Fig.  2b),  spatially

independentspatially-independent and  variance  explained  h-block  cross-validated  RMSEP

remain  approximately  constant  with  increasing  autocorrelation  in  the  nuisance  variables,

whereas LOO cross-validated RMSEP decreases. For a variogram range of 15 in the variable

of  interest,  spatially-independent  h-block  cross-validated  RMSEP  increases  slightly  with

increased spatial  autocorrelation in the nuisance variables (Fig. 2c). Variance explained  h-

block cross-validated  RMSEP also increases  with increasing  spatial  autocorrelation  in  the

nuisance variables, but remains lower than spatially independent cross-validated RMSEP. In

contrast,  LOO  cross-validated  RMSEP  constantly  decreases  with  increasing  spatial

autocorrelation in the nuisance variables. The same is found for a variogram range of 25 in the
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environmental variable of interest (Fig. 2d). Importantly, without spatial autocorrelation in the

nuisance variables, the LOO-RMSEP is not dependent on the spatial autocorrelation of the

variable of interest.  

Estimates of RMSEP based on WA are shown in Fig. 3. Generally no difference between h-

block cross-validated RMSEP and LOO RMSEP is found. With no spatial autocorrelation in

the variable of interest, the RMSEP remains constant for all levels of spatial autocorrelation in

the  nuisance  variables.  As  soon  as  the  variables  of  interest  are  spatially  autocorrelated,

RMSEP increases with increasing spatial autocorrelation in the nuisance variables.

For the planktonic foraminifera summer sea-surface temperature  calibrationtransfer function

from the North Atlantic, the three methods indicate an optimal h of about 800 km. This causes

an increase of RMSEP from about 1°C to 1.89°C and a concomitant reduction of r2 from 0.99

to 0.95 (Table 1). The span used for loess detrending of the WA residuals has relatively little

influence: h varies between 730 and 940 km for spans varying between 0.05 and 1 (Fig. 4).

For the pollen July temperature transfer function, the variance explained method suggests an

optimal h of about 300 km (Fig 5.) and the range of a variogram fitted to the WA residuals is

of about 290 km. This causes a slight decrease of performance with RMSEP increasing from

1.2°C to 1.87°C and r2 decreasing from 0.85 to 0.73. For the pollen July sunshine (percentage

of  maximum possible  sunshine)  transfer  function,  the  variance  explained  method  finds  a

length of h of 450 km (Fig. 5). However, the effect is very different: RMSEP increases from

2.3% to 4.49%, which is close to the standard deviation of July sunshine (5.27%), i.e. using

the mean of  the total  data  set  as  a  prediction  results  in  an RMSEP close to  the  RMSEP

obtained by the transfer function. The r2 of the transfer function decreases from 0.81 to 0.31.

 

4 Discussion

Determining unbiased transfer-function performance in spatially autocorrelated environments

requires  a  trade-off  between  removing  effects  of  spatial  autocorrelation,  which  unduly

increases apparent transfer-function performance, and losing information, which will worsen

transfer-function performance.

The ideal way of finding unbiased transfer function performances is the use of a spatially -

independent test set (Telford and Birks, 2005). In reality, spatially-independent test sets are

rarely available. For instance when using pollen data from Europe, it is not possible to use
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pollen from North America as a spatially-independent test set, as species present in North

America and Europe are different. When independent test sets are available, problems with

cryptic  species  are  likely  to  arise  (Kucera  and  Darling,  2002),  or  nuisance  variables  are

different, which in turn affect species assemblages, so in actuality, spatially-independent test

sets are likely to give a pessimistic estimate of performance.  

The variance explained method seems to be a plausible substitute for spatially-independent

test sets, as it found values of h fairly similar to those found using a spatially-independent test

set, as indicated by their similar medians of  h-block cross-validated RMSEP (Fig. 3). The

range of a circular variogram fitted to the residuals of a WA model is typically longer than the

estimates of h found using the two other methods and is highly variable.

With  increasing  spatial  autocorrelation,  the  effective  number  of  samples  and  thereby  the

number of degrees of freedom decreases (e.g. Legendre, 1993, i.e. many samples are pseudo-

replicates),  and  so  the  calibration  data  set  contains  less  information  about  the  species-

environment relationship, increasing the RMSEP in turn. Therefore RMSEP estimates for WA

increase  slightly  with  increasing  spatial  autocorrelation  in  the  nuisance  variables.  This

increase in RMSEP with increasing spatial  autocorrelation does not contradict  Telford and

Birks  (2005)  who  found  spuriously  improved  transfer-function  performance  (r2)  with

increasing  spatial  autocorrelation  in  simulated  variables  that  are  unrelated  to  the  species

assemblages. 

MAT selects taxonomically similar samples based on an appropriate distance metric between

species  assemblages.  This  distance  metric  is  a  holistic  measure  of  the  similarity  of  all

environmental variables contributing to the species assemblage (Telford and Birks, 2005), i.e.

in MAT the total  environmentaltaxonomic similarity among samples is used to choose the

analogues, not only the taxonomic similarity caused by the environmental variable of interest.

We simulated the situation where only the similarity caused by the variable  of interest  is

spatially autocorrelated, i.e. the nuisance variables were not spatially autocorrelated. Using

this setting, LOO-CV RMSEP did not depend on the amount of spatial autocorrelation in the

variable of interest (when spatial autocorrelation was absent in the nuisance variables). This

clearly indicates that spatial autocorrelation in the nuisance variables unduly increases LOO-

CV performance by increasing the similarity between spatially close species assemblages,

which in turn lets MAT choose spatially close samples as best analogues. If the variable of

interest is also spatially structured, spatially and thereby environmentally close samples are
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chosen. If  the variable  of interest  is  not spatially  structured,  spatial  autocorrelation in  the

nuisance  variables  has  no  influence  on  the  performance  of  MAT (Fig.  1a),  as  choosing

spatially close samples does not automatically select samples that have similar values in the

environmental variable of interest.   

The variogram length method accounts for the total spatial autocorrelation, and not just for

spatial  autocorrelation  with  predictive  power,  as  with  the  other  two  methods.  It  might

therefore results in a longer h than the other two methods. As an analogy from correlation and

regression analysis, not every significant correlation will result in a regression model with

predictive power.  For example a correlation of r = 0.3 is significant at the 95% level as soon

as the data set is larger than n = 40. Still, the predictive power of such a relation is negligible,

as it only explains 9% of the variance. 

The methods presented in this study are applicable to real world data as highlighted by the

consistency of estimated h found by the different methods. Using our estimates of h, it was

possible to assess the reliability of our example transfer functions. The use of foraminifera to

reconstruct temperature and the use of pollen assemblages to reconstruct July temperatures

are widely accepted and reliable. In contrast, the pollen–July sunshine transfer function does

not withstand the assessment and has also been questioned by Telford and Birks (2009) on

ecological grounds.  

The application of the variance explained method for the Arctic pollen data is challenged by

the heterogeneous space. While spatial autocorrelation of environmental variables is large in

flat areas of Ontario, Manitoba and Saskatchewan, the same environmental variables are more

variable in areas with large topographical gradients such as Alaska. As outlined by Telford

and Birks (2009), the same is true for the ocean. The variability is not constant in space:

variability is high within oceanic fronts and low in oceanic gyres. This means that ideally h

should vary in space to obtain completely unbiased transfer-function performance estimates,

i.e. h should be larger in areas with homogeneous environments than in heterogeneous areas. 

H-  block  cross/validation  has  not  been widely  used.  Exceptions  include Thompson et  al.

(2008) and Williams and Shuman (2008) who used h = 50 km  for transfer function using the

North American Pollen database. By setting  h = 50 km samples with potentially identical

pollen source areas where excluded under cross-validation. Occasionally, 

lLeave-group-out (LGO;  k-fold) cross-validation is occasionally regarded as a solution for

spatially autocorrelated calibration sets (e.g. Mauri et al., 2015). In LGO cross-validation, the
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data set is randomly split into k groups (often 10). One of those groups is then used as a test

set, while the remaining groups are used as a calibration data set. As the samples are assigned

to  groups  at  random,  samples  in  the  calibration  and  test  sets  are  not  expected  to  be

independent. In spatially structured environments, a sample from the test set will still  find

spatially  close samples  in  the training  set.  Therefore  LGO cross-validation  does  not  give

unbiased estimates of transfer-function performance in spatially autocorrelated environments.

5 Conclusions

H-block  cross-validation  is  a  powerful  method  for  estimating  unbiased  transfer-function

performance in spatially structured environments. We presented and compared three methods

for  estimating  optimal  h.  For  simulated  data,  the  three  methods  result  in  fairly  similar

estimates of h, and the estimates of h are also similar for the planktonic foraminifera-summer

sea temperature and the arctic pollen-July temperature transfer functions. Values of h  differ

fFor the arctic pollen July sunshine transfer function values of h differ. Still, the shortest h is

so large that the unbiased estimate of RMSEP is as large as the standard deviation of July

sunshine in the data set.  Hence tThe methods proposed in this  study seem promising.  As

independent test sets rarely exist, we recommend the use of the variance explained method

and the variogram range method for estimating h. We also recommend choosing the shorter h

of  the  two  values  of h  estimated to  obtain  unbiased  estimates  of  transfer  function

performance.
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Table 1. Comparison of transfer-function performances of published transfer functions. 

Planktonic foramianifera 

summer 50m temperature

Arctic pollen July 

temperature

Arctic pollen July 

sunshine

Leave-one-out

RMSEP 1°C 1.36°C 2.32%

r2 0.99 0.85 0.81

Spatially-independent test set

h (km) 700 NA NA

RMSEP 1.83°C NA NA

r2 0.9 NA NA

Variogram range

h (km) 850 290 720*

RMSEP 1.89°C 1.86°C 5.44%

r2 0.95 0.73 0.1

Variance explained

h (km) 850 300 450

RMSEP 1.89°C 1.87°C 4.49%

r2 0.95 0.73 0.31

Family Matérn  = 1.8 Spherical Matérn  = 1.4

Range (km) 2000 1950 920

*Matérn variogram  = 1.4, cutoff = 5000 
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Figure 1. Estimates of h for different levels of autocorrelation in the environmental variables:

a) – c) equal spatial autocorrelation in the variable of interest and the nuisance variables, d) –

f) variable of interest with spatial autocorrelation but no spatial autocorrelation in the nuisance

variables. Boxplots from left to right show h selected by a spatially-independent test set using

the  modern  analogue  technique  (MAT),  the  variance  explained  method  using  MAT, the

variogram range of weighted averaging (WA) residuals, a spatially-independent test set using

WA, and the variance explained method using WA. First number in each panel title gives the

range of the variogram used to simulate the environmental variable of interest (5, 15, or 25),

while  the  two latter  numbers  give  the  range of  the  variograms  used to  simulate  the  two

nuisance variables. 

Figure 2.  Comparison of root mean squared error of prediction (RMSEP) estimates  using

modern analogue technique (MAT) transfer functions as functions of autocorrelation. H-block

cross-validated RMSEP and leave-one-out (LOO) cross-validated RMSEP are displayed as a

function  of  the  sum of  variogram ranges  of  the  nuisance  variables,  i.e.  the  total  spatial

autocorrelation  increases  with  increasing  values. H  was  determined  using  a  spatially-

independent  test  set  as  well  as  the  variance  explained  method.  RMSEPs  displayed  are

medians of 100 replicates.

Figure 3.  Comparison of root mean squared error of prediction (RMSEP) estimates  using

weighted averaging (WA) transfer functions as functions of autocorrelation.  H-block cross-

validated  RMSEP  and  leave-one-out  (LOO)  cross-validated  RMSEP  are  displayed  as  a

function  of  the  sum of  variogram ranges  of  the  nuisance  variables,  i.e.  the  total  spatial

autocorrelation  increases  with  increasing  values. H  was  determined  using  a  spatially-

independent  test  set  as  well  as  the  variance  explained  method.  RMSEPs  displayed  are

medians of 100 replicates.
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Figure  4.  Empirical  semi-variograms  with  circular  variogram  models  of  the  weighted

averaging (WA) residuals of the planktonic foraminifera calibration data set (Kucera et al.

2005). The residuals are detrended with locally weighted regressions (LOESS) using different

spans.

Figure 5. Results of the variance explained method.  a) Planktonic foraminifera winter sea

surface temperature transfer function; b) Arctic pollen July temperature transfer function; c)

Arctic  pollen  July  sunshine  transfer  function.  For  a)  to  c)  the  first  five  panels  show the

relationship  between  transfer-function  r2 and  the  r2 between  simulated  and  observed

environmental variables. Transfer-function r2 changes as a function of h. The last panel shows

the sum of squares between transfer-function r2 and simulated and observed r2 as a function of

h. 

17


	cp-2015-134-author_response-version1.pdf (p.1-5)
	cp-2015-134-manuscript-version2(1).pdf (p.6-22)

