Figure 1 Preindustrial precipitation distributions as simulated in the EoMIP models. Panels a, b, d, f, h, j and l show Mean Annual Precipitation (MAP; left colour bar) and panels c, e, g, i, k, and m show anomalies relative to CMAP observations, 1979 – 2010, GCM output – observations (right colour bar).
Figure 2 Global sensitivity of the Eocene hydrological cycle in the EoMIP simulations. Global mean surface air temperature relative to model CO2 (a), global mean precipitation rate relative to model CO2 (b) and global mean surface air temperature (c); note the logarithmic scale on the horizontal axis in (a) and (b). Preindustrial simulations and Eocene simulations are shown as circles and squares respectively. The CCSM3 simulations share a preindustrial simulation, shown in green. Open circle symbols in (b) show modern day estimates of global precipitation rate calculated based on CMAP data (red), GPCP data (blue) and Legates and Willmott (1990) climatology (green). Also shown is the sensitivity of the hydrological cycle to global mean Surface Air Temperature in the 17 successful simulations of Sagoo et al. (2013) using FAMOUS (d; blue squares), with HadCM3L simulations (red; Lunt et al., 2010) shown for comparison. All best fit lines are based on Eocene simulations only. 
Figure 3 Latitudinal temperature and precipitation distributions in the HadCM3L (left), CCSM3_H and CCSM3_K (centre) and FAMOUS (right) members of the EoMIP ensemble. Panels a-c show mean surface air temperature, d-f total precipitation rate, g-i convective precipitation and j-l large-scale precipitation. The HadCM3L and CCSM3 atmospheric CO2 levels are shown in the key. All FAMOUS simulations are at 2 x PI CO2, but differ in value for 10 uncertain parameters (Section 2). Simulation names E1 – E17 shown in the legend correspond to those given by Sagoo et al. (2013). Black dotted lines show output from preindustrial simulations.
Figure 4 Mean annual precipitation distributions for each member of the EoMIP ensemble in cm/yr. CO2 for each model simulation is shown above each plot. The FAMOUS simulations are both at 2 x CO2. 
Figure 5 Multimodel Mean Annual Precipitation (a) and Mean Annual Precipitation – Evaporation rate (b) for Eocene (red) and preindustrial (blue) boundary conditions. For the Eocene multimodel mean, simulations have a global mean precipitation rate of 3.40+/-0.02 mm/day which are: HadCM3L (x4), HadCM3L_T (x4), ECHAM (x2), CCSM3_H (x4) and a linearly interpolated distribution between the x4 and x8 CO2 CCSM3_W simulations. Error bars represent the range in values across simulations.  
Figure 6 Anomaly plots for Mean Annual Precipitation cm/yr between high and low CO2 model simulations for (a) HadCM3L x6 CO2 – x2 CO2 and (b) CCSM3_W x16 CO2 – x4 CO2.
Figure 7 Percentage of mean annual precipitation falling in the extended summer season (MJJAS for northern hemisphere, NDJFM for southern hemisphere); regions with >55% summer precipitation are outlined in blue. Results from preindustrial simulations are shown in the Appendix. CO2 for each model simulation is shown above each plot. The FAMOUS simulations are both at 2 x CO2.
Figure 8 Mean annual P-E distributions for each member of the EoMIP ensemble in mm/day. CO2 for each model simulation is shown above each plot. The FAMOUS simulations are both at 2 x CO2 ,. 
Figure 9 Latitudinal P-E distributions (top) and implied northwards latent heat flux (bottom) in the EoMIP simulations. The black lines indicate preindustrial simulations with dotted and unbroken lines in panels d and h corresponding to the GISS-ER and ECHAM5 simulations respectively. Heat flux expressed in petawatts (1 PW = 1015 W). 
Figure 10 Proxy-model comparisons for Mean Annual Precipitation (MAP) for the EoMIP ensemble a) Chickaloon Fm, Alaska; data from Sunderlin et al., 2011,2014; b) Waipara, New Zealand; data from Pancost et al., 2013; c) South East Australia and Tasmania; d) Wilkes Land; data from Pross et al., 2012; data from Greenwood et al., 2005 and Contreras et al., 2014; e) Tanzania; data from Jacobs and Herendeen, 2004 and Kaiser et al., 2006; f) Patagonia; data from Wilf et al., 2005.; g) Western US; data presented in Wing et al., 1993 and recalibrated by Wilf et al., 1998; h) i) Axel Heiberg island; data from Greenwood et al., 2010; j) ODP Site 913; data from Eldrett et al., 2009; k) Cerrejon Formation, Colombia; Wing et al. (2009); l) North West Territory; Greenwood et al., 2010; m) central Europe; Mosbrugger et al., 2005; Grein et al., 2011.  Error bars show the mean with range based on nine model grid cells closest to given paleocoordinates. Full details are given in Supplementary Information Table S3. 
Figure 11 Surface air temperature and mean annual precipitation proxy-model anomalies for low and high CO2 climates shown by closed and open circles respectively. Simulations are at x2 and x6 CO2 for HadCM3L (a), e17 for FAMOUS (b), x2 and x16 CO2 for CCSM3_H (c), and x5 and x9 CO2 for CCSM3_K (d). The data points represent averaged signals for the sites shown in Figure 8. Estimates of maximum(minimum) error are calculated as anomalies between the highest(lowest)  data estimate and the lowest(highest) value within the local model grid. 
Figure S1 Percentage error between preindustrial model simulated Mean Annual Precipitation and CMAP observational data, calculated over continents as (model-observations)/observations x 100%
Figure S2 Coefficient of variation for preindustrial model simulations, calculated as standard deviation of multi-model mean (n=5) divided by multi-model mean. This is robust against larger standard deviations in regions of higher precipitation.
Figure S3 Absolute P-E rate mm/day relative to simulated global surface air temperature, calculated as global area-weighted |P-E| for the HadCM3L (red; Lunt et al., 2010) and CCSM3 (blue, Huber and Caballero, 2011; green, Winguth et al., 2010) simulations.
Figure S3 Variations in the peak extratropical (>25°N/S) latent heat flux in petawatts (1 PW = 1015 W) between the EoMIP model simulations relative to global mean surface air temperature and the average difference in surface air temperature between the poles and equator. With the exception of the FAMOUS simulations of Sagoo et al. (2013), we join simulations performed with the same GCM for clarity. 
Figure S4 Proxy estimates of Mean Annual Precipitation (circles) shown relative to simulated distribution in HadCM3L, 6 x CO2 (a) and against  latitudinally-averaged daily precipitation rate for the four Eocene HadCM3L simulations at x1, x2, x4 and x6 CO2 (b). 
Figure S5 Proxy estimates of mean annual precipitation shown relative to latitudinal precipitation distribution for each of the EoMIP simulations. Model CO2 or simulation name in the case of FAMOUS  are shown above each panel. Preindustrial precipitation is shown as a black dotted line. Geologic data are represented by a lower, central and upper estimate based on combined data for the following sites: Wilkes Land, Antarctic Peninsula, southern Australia, New Zealand, Chile, Tanzania, Colombia, eastern China, continental US, central Europe, North West Territories, Alaska, Site 913 and Axel Heiberg Island. Model estimates from gridboxes corresponding to the paleo-locations are shown as coloured circles.   
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