
Dear editor:

We thank the positive view you expressed about our manuscript, and for giving us the opportunity
to amend part  of the paper's  limitations.  We hope the changes implemented will  make it  more
suitable for an eventual publication in Climate of the Past. Below, we offer a detailed answer to all
the comments issued by the reviewers. Please note that most of them were already addressed in the
interactive discussion. Hence, the answers we offer here are at great extent a repetition, although
with some differences once the modifications have been finally implemented or discarded.

Despite the changes suggested by the reviewer,  we would like to emphasise that we performed
many minor changes through the text of the manuscript to improve the readability of the text and
avoid ambiguities.  Also,  the title has slightly changed, since we consider the period 1500-1990
(instead of 1501-1990).  Also,  we adopt  Arabic numbering instead of Roman (for  “Part  2”)  for
homogeneity with the Part 1 paper.

Juan José Gómez-Navarro (on behalf of all co-aouthors)



Detailed response to anonymous reviewer #1

We thank the anonymous reviewer for carefully reading the manuscript and his/her positive view on
it. We believe his/her very detailed and constructive comments will allow us to improve the current
version of the manuscript. Although we agree with most of them, we are not fully convinced by
some points raised by the reviewer. Hence, we would like to outline our thoughts before submitting
a new version of the manuscript.

1) The authors present in the manuscript results corresponding to winter (DJF) and summer (JJA).
What  about  spring  and  autumn?  The  behavior  of  rainfall  in  these  seasons  is  particularly
interesting, mainly in Mediterranean areas.

We agree. We decided to leave out the intermediate seasons because it reduces the length of the
paper at the same time that allows us to keep most of the information. However, as the reviewer
suggests, valuable information gets lost about the climate behaviour in the intermediate seasons.
Hence, we have included the analysis of all the seasons. Still, for the sake of brevity the figures
corresponding to such seasons are moved to the supplementary material.

2) According to the authors “the physical interpretation of EOFs has to be performed with caution”
(page 316, lines 20-21). Although there is not a common criterion on its convenience,  rotation
technique produces compact patterns,  less sensitive to the disC185 CPD 11, C185–C186, 2015
Interactive Comment Full Screen / Esc Printer-friendly Version Interactive Discussion Discussion
Paper tribution of observing locations, and statistically more stable than conventional EOFs (von
Storch and Zwiers, 2001). Have the authors performed this analysis, using, for instance, the widely
used Varimax method?

The use of rotation techniques is controversial. The reason is that, as pointed out by the reviewer,
there is no a unique criterion to perform such rotation. Although the varimax algorithm is somewhat
standard, it is the opinion of the authors that there are not mathematical arguments that demonstrate
that this method is better than standard EOFs, which have the clear advantage of being defined
unequivocally. 

In any case, the use of rotation techniques depends on the purpose, and generally their aim is to
produce more physically meaningful patterns beyond the limitation of traditional EOFs of being
mutually orthogonal.  However,  it  is  important  to note that  our aim is  not  discuss in  detail  the
physical meaning of such EOFs. Instead, we use the EOFs as an analysis tool to decompose the
variability modes of seasonal temperature and precipitation.  In this  sense, the major amount of
information consists of disentangling how variability is distributed in consecutive modes. We show
how the  reconstructions  tend to  oversimply them by concentrating  the  variance  in  the  leading
modes. This is the most remarkable result of our analysis, and is independent of whether we apply
further rotation of EOFs or not. Hence, we believe that rotating EOFs would only add a layer of
complexity of the analysis that would hardly benefit the clarity of the paper without enriching the
results we draw from this comparison.

3) “The nine regions in Fig. 1 defined according to geographical criteria. . .” (page 320, line 25).
What criteria? It is misleading to consider, for instance, the Iberian Peninsula as an unique region,
in particular in relation to rainfall regime, with clear differences between the Mediterranean coast,
northern  coast  and  western-central  area.  I  suppose  that  this  problem  may  appear  in  other
European areas. This regionalization is arbitrary, and may mask results on trends and variability
(Figures 2 and 3) in both, simulations and reconstructions.



Splitting the domains in subregions is motivated by the trade-off between using various regions that
allow to get advantage of the regional details provided by the RCM and the gridded reconstructions
and by having a reasonably small number of regions that enable drawing clear conclusions that
summarise most of the features of the European climate. Further, using not very small areas is also
important from the statistical point of view, since it enlarges the sample size. We consider that 9
subregions is a sensible choice that allows to show the main differences in the European climate.
We acknowledge that the Iberian Peninsula can be split in further subregions, but the same can be
argued to other subregions and thus the number of regions can grow considerably. Eventually, the
regions employed will  always be arbitrary at certain extent,  and will  contain certain amount of
subjective criteria. Hence, we opted by a rather simple criterion, that is based on a geographical
argument,  separating  the  areas  according  to  main  climatic  zones.  Yet  subjective,  this  criterion
follows  the  guidelines  employed  in  other  RCM  studies,  namely  within  the  framework  of  the
European project PRUDENCE (Christiansen, 2007). Finally, these areas were employed in the first
article regarding the validation of the simulation, so we believe it is important to keep these areas
for  consistency  with  the  former  publication.  We  have  however  added  some  comments  in  the
manuscript to explain this selection.

Technical corerctions Figures 2 and 3 are not clear. I suggest to enlarge these figures. Now, it is
difficult  to  see  the  comparison  discussed  by  the  authors,  except  the  situations  of  over  and/or
subestimation

Figures 2 and 3 have been completely re-made. Indeed, they have been replaced by figures 2, 3, 4
and 5. Now they include the reconstructions, but also the driving GCM. In order to make the figures
clearer, only 7 panels are shown, that correspond to the areas where Part 1 paper found added value
compared to the driving GCM. We hope that having included further figures with less information
per figure, plus a careful edition of the final manuscript, letting the figures to take a whole page,
will make the figures more readable.



Detailed response to  Dr. Brohan

This paper describes an ambitious and skilful attempt to do something almost impossible. While I
admired the project, I don’t think the results here are presented clearly enough to justify publishing
as-is.

We are very thankful to Dr. Brohan for carefully reading the manuscript and making very useful
comments.  We hope that  the  implementation  of  the  changes  suggested  by all  reviewers  and a
general clarification of the results of manuscript will improve it and justify its publication.

European regional climate has a large influence from unforced, natural variability. Over most of the
period 1501-1990 the external forcings on that climate were modest. So even if we had perfect
knowledge of  how the true climate  had behaved,  and a  perfect  GCM, we’d expect  substantial
differences  between  simulations  and  observations.  In  reality  we  have  large  uncertainties  and
important  structural  limitations  in  all  three  of  the  external  forcings,  the  models  used,  and  the
reconstructions; I’d expect the agreement between simulations and reconstructions to be very poor -
and it is.

We certainly agree with this argument. Still, there are indications (Gómez-Navarro, 2012) that the
response of temperature is not so tightly driven by internal variability, and hence certain degree of
agreement in this variable is expected a priori. We test if this is the case. The fact that we find very
little agreement is  a result  itself  that points to an inconsistency that has to be solved either by
attributing errors in the reconstructions of the forgings, in the variables, or in the response of the
model to such forcings. Through the manuscript, a number of comments have been included to
emphasise that this agreement is expected, and how the fact that we do not find it points towards
inconsistencies between simulations and reconstructions.

To attack a very difficult, though important, problem is admirable, but it means that the processes
used are likely to be messy and experimental, and the prospect of clear and strong conclusions is
remote.  This  paper  has  exactly these  problems -  it  is  difficult  to  justify on the  grounds  of  its
valuable new conclusions  -  the uncertainties are  such that  the conclusions  are  limited,  and the
differences  between  simulations  and  reconstructions  are  so  large  that  it’s  hard  to  justify  any
comparison methodology as optimal.

So I liked the project, but why do we need this paper? The (admirable) work of setting up and
running the simulations has already been described in part 1. To justify part 2 needs not just a
’Comparison  with  gridded  reconstructions’,  but  something  more  specific:  something  new  and
interesting, and only learnable from the long, high-resolution, regional simulation. This paper needs
to be rewritten to highlight its new results, not just describe the work that has been done. (It would
obviously also be OK to leave out comparisons which didn’t show any new results).

We consider that the added value of this paper relies on having put two state-of-the-art datasets
(note that high-resolution simulations for Europe for the last centuries were not available so far) at
the same level and having carried out a critical comparison between them. Even if the results fit in
the standard knowledge and do not produce counter-intuitive results, evaluating climate variability
with new (and in principle more reliable) datasets is itself a piece of valuable information.

Still, we acknowledge that perhaps the tone of the paper was not adequate. It has been revisedin
order to emphasise the results, and make it more focused towards the implication and discussion of
the results, not just a plain description of the comparison. In the same spirit, we have proposed a
new title.



1) The point of this analysis is that it uses a high-resolution regional model, not just the GCM that
has been looked at before, so what it needs to highlight is where the RCM is making an important
difference,  especially where it shows signs of being usefully better.  I didn’t get a good general
picture of this: In figure 2, for example are the timeseries from the GCM (not shown) better than
those from the RCM, worse, where do they differ most interestingly. Same point applies to the EOF
and CCA analysis.

Figures 2 and 3 have been completely re-made to accommodate this comment. Now the figures
show the series for the RCM, the GCM and the reconstructions in the same panel, which facilitates
the comparison. The results for the EOF and CCA analysis for the GCM are outlined in the text,
although the figures are not shown for the sake of brevity (see paragraph starting in line 478).

2) The paper identifies some areas where the reconstructions and simulations are notably different
(1740s, maunder and dalton minima) - is it not worth looking at these periods in regional detail?

Certainly it is worth. We have created a whole new section in the manuscript, 3.3, and two more
figures, that discuss the agreements and disagreements around the Dalton minimum and the warm
anomaly in northern Europe during the first decades of the 18th century.

3) I found figures 2 and 3 very difficult to use. They are very small, I’d rather have fewer panels
and more figures, even if that means that some get relegated to the supplementary material. Also,
could they have the model and reconstruction in the same panel, in different colours, and perhaps
the mean difference (in 1990) could be presented separately (on a map) and the time-series adjusted
to be the same in that year - so the differences in the time-evolution was most obvious

As outlined above, these two figures have been completely changed, and replaced by figures 2 to 5.

4) ’The simulated climate is a physically consistent dataset’, The reconstructions have ’a lack of
dynamic consistency’. Is this a new result - doesn’t it  follow necessary from their  construction
methods (more than from this comparison)?

We  have  tried  to  improve  this  explanation,  because  we  believe  the  reviewer  might  have
misunderstood our argument. Reconstructions are based on proxy indicators that are used as input
for statistical models. Hence, each reconstruction is consistent with the proxies used as input and
the  data  used  to  calibrate  the  statistical  model.  However,  independent  reconstructions  that  use
different input data do not have to be necessarily consistent, although they should be if they were
perfect. The fact that we identify an inconsistency between the SLP reconstructions and the SAT or
precipitation reconstructions is not trivial, and indeed is an important results that indicates that they
contain  errors.  Unfortunately,  we can  only identify this  error,  although we can  not  disentangle
which of the two reconstructions (if not both) produces this mismatch.

5) Understatment is traditional, but I thought that ’Comparison with gridded reconstructions’ is too
boring. The title is an important advertisement for the paper. If possible, get the main conclusion
from the comparison into both the title and the first line of the abstract.

We  propose  a  new  title  that  is  a  bit  more  representative  of  the  content:  “A regional  climate
palaeosimulation for Europe in the period 1500–1990. Part 2: Identification of shortcomings and
strengths of models and reconstructions”
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Abstract. This study jointly analyses gridded European winter and summer
::::::::
compares

::::::
gridded

::::::::
European

:::::::
seasonal

:::::
series

::
of surface air temperature (SAT) and precipitation reconstructions and

:::::
(PRE)

::::::::::::
reconstructions

::::
with a regional climate simulation over the period 1501–1990. The European

:::::::::
1500–1990.

::::
The area

is analysed separately for nine sub-areas
:::
that

:::::::
represent

::::
the

:::::::
majority

::
of

:::
the

:::::::
climate

:::::::
diversity

:::
in

:::
the

::::::::
European

:::::
sector. In their spatial structure, an overall good agreement is found between the recon-5

structed and simulated climate variability across different areas of
::::::
features

::::::
across Europe, support-

ing a consistency of both productsand the proper calibration of the reconstructions. Still, systematic

biases appear between both datasets that .
::::::::::
Systematic

:::::
biases

::::::::
between

::::
both

::::
data

::::
sets

:
can be ex-

plained by a priori known deficiencies in the simulation. However, simulations and reconstructions

::::::::::
Simulations

:::
and

:::::::::::::
reconstructions

:::::::
however

:
largely differ in their estimates of the temporal evolution10

of past climate for European sub-regions. In particular, the simulated anomalies during the Maun-

der and Dalton minima show stronger response to changes in the external forcings than recorded

in the reconstructions. This disagreement is to
::::::::
Although

:::
this

::::::::::::
disagreement

::
is

::
at

:
some extent ex-

pected given the prominent role of internal variability in the evolution of regional temperature

and precipitation. However
:
,
::::::
certain

:::::::::
agreement

::
is
::

a
:::::
priori

::::::::
expected

:::
in

::::::::
variables

::::::
directly

::::::::
affected15

::
by

:::::::
external

::::::::
forcings.

::
In

::::
this

:::::
sense, the inability of the model to reproduce a warm period similar

to that recorded around 1740 in winter
::
for

:::
the

:::::::
winters

::::::
during

:::
the

::::
first

:::::::
decades

::
of

:::
the

::::
18th

:::::::
century

::
in

:::
the reconstructions is indicative of fundamental limitations in the simulation that preclude re-

producing exceptionally anomalous conditions. Despite these limitations, the simulated climate is a

1



physically consistent dataset
:::
data

:::
set, which can be used as a benchmark to analyse the consistency20

and limitations of gridded reconstructions of different variables. Comparison of the main variability

::::::
leading

:
modes of SAT and precipitation

::::
PRE

:::::::::
variability indicates that reconstructions present too

simplisticcharacter of (natural) variability modes
::
are

:::
too

:::::::::
simplistic, especially for precipitation. This

can be explained through
:
,
:::::
which

:::
in

:::
turn

::
is
:::::::::

associated
:::

to the linear statistical techniques used for

reconstruction
::
to

::::::::
generate

:::
the

:::::::::::::
reconstructions. The analysis of the co-variability among variables25

shows that the simulation captures reasonable well
:::::::
between

:::
Sea

:::::
Level

:::::::
Pressure

::::::
(SLP)

:::
and

::::
SAT

::::
and

::::
PRE

::
in

:::
the

:::::::::
simulation

::::::::
resemble

:
the canonical co-variability

:::::::
recorded

::
in
::::

the
::::::::::
observations

:::
for

::::
the

::::
20th

:::::::
century.

::::::::
However,

:::
the

:::::
same

:::::::
analysis

:::
for

::::::::::::
reconstructions

:::::::
exhibits

::::::::::
anomalous

:::
low

::::::::::
correlations,

whereas independent reconstructions show unrealistically low correlations. Thus, the analysis points

to
:::::
which

:::::
points

:::::::
towards a lack of dynamic consistency that reduces the confidence for subcontinental30

European
::::::::
dynamical

::::::::::
consistency

:::::::
between

:::::::::::
independent reconstructions.

1 Introduction

Confidence in projections of future climate change is supported by a better understanding of cur-

rent and past climate changes and by the assessment of the skill of climate models in replicating

::::::::
simulating

:
past and present climate variations (Schmidt et al., 2014). In turn, evidence about the35

climate in pre-industrial times stems from various sources such as instrumental observations, docu-

mentary evidence, environmental proxy-archives or climate simulations. Given this variety, gaining

reliable insight in past climate variability requires climatological, statistical and dynamical con-

sistency across these different sources, especially between reconstructions and simulations. How-

evernumerous uncertainties, outlined below,
:
,
::::::::
numerous

:::::::::::
uncertainties

:
affect the assessment of past40

climate variability.

Disagreements between simulations and reconstructions may be caused by deficiencies in re-

construction methods (e.g. Tingley et al., 2012), by model limitations that reflect the inadequate

spatial resolution and missing physical processes (Gómez-Navarro et al., 2011, 2013)
:::
and

:::::::::
simplified

:::::::::::::
(parameterised)

:::::::
physical

::::::::
processes

:::::::::::::::::::::::::::::
(Gómez-Navarro et al., 2011, 2013) or both. Beyond these method-45

ological shortcomings, both data sources ultimately rely on inferences from environmental archives,

since simulations require to some extent input from reconstructions of past forcing datatoo
:
,
:::
for

:::::::
instance

::::::
related

::
to

:::::::
changes

::
in

::::
solar

::::
and

:::::::
volcanic

::::::
activity

:::
or

::::
land

:::
use

:::::::
changes. Environmental prox-

ies (Evans et al., 2013) record influences of various environmental factors and, in turn, palaeo-

observations do not necessarily perfectly reflect one particular environmental variable (e.g. Franke50

et al., 2013). Rather, they usually explain only part of the variability of the variable of interest.

In addition to shortcomings in the datasets
:::
data

::::
sets, internal variability may become dominant

compared to externally forced signals in the variable of interest(e.g. temperature or precipitation),

especially at regional scale (Gómez-Navarro et al., 2012). This implies that a single model sim-

2



ulation represents only one possible realization, among infinite many, of a possible past climate55

evolution constrained by initial and boundary conditions and the presence of unforced natural in-

ternal climate variability. Thus, a perfect agreement with reconstructions cannot be expected at

local scales.
:
A
:::::::

further
:::
hint

:::
to

:::
the

::::::::::
comparison

::::::
relates

:::
to

:::
the

::::
fact

::::
that

::::
part

::
of

:::
the

:::::::::
simulated

::::
and

:::::::::::
reconstructed

:::::::::
variability

::
is

:::::::::
associated

::
to

:::::::::::
non-climatic

:::::
effect

:::
due

:::
to

:::
the

:::::::
intrinsic

::::::::::::
characteristics

:::
of

::
the

::::::::::::
reconstruction

::::::::
methods,

:::
i.e.

::::::
model

::::::::::
deficiencies

:::
and

::::::::::::
proxy-specific

:::::
error

::::::
terms. At larger scales60

::::::::::::::::::
(continental-to-global)

::
it

::
is

:::::::
assumed

:::
that

:
the random internal variability is averaged out.

:::::::
However,

::
a

:::::
recent

::::::::::::
comprehensive

:::::
study

::::::::
indicates

:::
that

::::
even

:::
on

:::::::::
continental

:::::
scales

:::
the

:::::::
(global)

::::::
climate

:::::::
models

:::
fail

::
in

::::::::::
reproducing

:::::::
specific

::::::
periods

::
in

:::
the

:::::::::
historical

::::
past,

:::::::::
especially

::::
over

:::
the

:::::::
southern

::::::::::
hemisphere

::::
and

::::::::
immediate

:::::::
periods

::::::::
following

:::::::
volcanic

::::::::
eruptions

::::::::::::::::::::::::::::
(PAGES2k-PMIP3 group, 2015) .

In addition internal modes of climate variability may respond to external forcing events like large65

tropical volcanic eruptions (Yoshimori et al., 2005; Zanchettin et al., 2012) or variations in compo-

nents of changes in solar activity (Shindell et al., 2001)
:::::::::::::::::::::::::::::::::
(Shindell et al., 2001; Vieira et al., 2011) .

However, especially the influence of low-frequency solar activity changes on climate and climate

variability, is still under discussion (Gómez-Navarro and Zorita, 2013; Anet et al., 2013, 2014;

Raible et al., 2014). Environmental archives integrate these internal variations, and while climate70

simulations cannot be expected to replicate the exact unforced variations, they ideally should be ca-

pable of replicating the forced variability (if they include the relevant processes).
:::
This

::
is

::::::::::
particularly

::
the

::::
case

:::
for

:::::::
Surface

:::
Air

:::::::::::
Temperature

::::::
(SAT),

::::
and

::
to

:
a
:::::
lesser

::::::
extent

:::
for

:::::::::::
precipitation

:::::
(PRE)

::
as
:::::

both

:::::::
variables

:::
are

:::::::
thought

::
to

:::
be

:::::::
sensitive

:::
to

:::
the

:::::::
external

::::::
forcing

:::::::::
variability

::::::
during

:::
the

::::
last

::::::::::
millennium

:::::::::::::::::::::::::
(Gómez-Navarro et al., 2012) .75

Attempts to reconcile climate simulations and reconstructions are further hampered by funda-

mental differences in the characteristics of the information they provide. Simulations and recon-

structions represent data on different spatial and temporal scales. Simulations provide information

with high temporal resolutionand ,
:
spatially averaged to the grid-cell size. Reconstructions are based

on archives which are affected by local
:::::::::::::
(environmental) climate conditions. Additionally, the specific80

relation between local and large scale environmental factors is only partially constrained (Kim et al.,

1984). Various approaches exist for combining the information obtained from reconstructions and

simulations. Among them are proxy-forward models (Phipps et al., 2013; Evans et al., 2013)
::::::::::::::::::::::::::::::::
(Phipps et al., 2013; Evans et al., 2013) ,

data-assimilation (Goosse et al., 2006, 2012; Widmann et al., 2010) and proxy surrogate reconstruc-

tions,
:
i.e. analog methods (Franke et al., 2010; Luterbacher et al., 2010a)

::::::::::::::::::::::::::::::::::::::
(Franke et al., 2010; Luterbacher et al., 2010a) .85

In addition to these techniques, dynamical and statistical down- and upscaling methods are currently

introduced (Gómez-Navarro et al., 2011; Wagner et al., 2012; Gómez-Navarro et al., 2013; Eden

et al., 2014).

The basis of dynamical downscaling includes the implementation of a Regional Climate Model

(RCM), driven at its boundaries by a Global Circulation Model (GCM). This allows spatially highly90

resolved climate simulations over limited areas, consistent with the driving model. This downscaling
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approach provides the potential to bridge the spatial scale gap between simulated and reconstructed

estimates of past climate variability. Besides refining the spatial resolution of the model dynamics,

the more detailed
:::::
higher

:::::::
resolved

:
orography of regional simulations also allows an improved rep-

resentation of the regional scale boundary conditions. This approach has been successfully applied95

over the Iberian Peninsula (Gómez-Navarro et al., 2011) or the Baltic Sea (Schimanke et al., 2012).

However, the relatively low number of available regional palaeoclimate simulations is a fundamental

restriction. Recently, Gómez-Navarro et al. (2013) have shown how a high resolution regional cli-

mate simulation with the RCM MM5 is able to improve the performance of its driving GCM when

compared to 20th century observations over Europe
:::
for

::
the

:::::::::::
distributions

::
of

::::::::::
precipitation

::::
over

:::::::
regions100

::::
with

:::::::
complex

::::::
terrain.

Despite the limitations of climate models, a remarkable
:::::::
potential benefit relates to their dynam-

ically consistent estimates for different variables, because the evolution of the climate within the

model is produced by the application of well-known physical conservation laws. This allows us to

assess
:::::::
assessing, through a suitable comparison between reconstructed and simulated climates, to105

what extent the reconstructions provide dynamically consistent estimates of past climate variabil-

ity. Likewise it permits to evaluate the consistency of climate reconstructions for different variables,

their spatio-temporal distributions and their main variability modes.

Here, we extend the previous assessment of Gómez-Navarro et al. (2013) by evaluating the level

of agreement between a regional simulation over Europe for the period 1501–1990
:::::::::
1500–1990

:
and110

available reconstructions of seasonal air temperature and precipitation
:::
SAT

::::
and

::::
PRE. We focus our

analysis on regions where Gómez-Navarro et al. (2013) found that the regional model provides

added value beyond the skillful spatial scales of the global climate model. This way we increase

our confidence not only in potential agreement between simulations and reconstructions, but also

in the conclusions we can draw from potential disagreements. That is, we do not benchmark the115

simulation against the reconstruction, instead we jointly analyse both uncertain estimates with the

aim of increasing our understanding of past seasonal climate changes in Europe.

The manuscript is organized
::::::::
organised as follows: In the following section we introduce the obser-

vations, simulation and reconstructions used for analysis, including a short overview of the methods.

In Section 3 we discuss the past climate evolution in terms of seasonal surface air temperature and120

precipitation variability present in the data for a number of European sub-regions. We analyse the

evolution of probability density functions of precipitation and temperature. In Section 4 we turn our

attention from the temporal agreement towards the variability modes; we first compare the dominant

reconstructed and simulated variability modes (Section 4.1) for temperature and precipitation. Then,

we investigate the consistency between these variables and sea level pressure in terms of canonical125

correlation. A discussion and subsequent concluding remarks close the study.
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2 Data and methods

2.1 Climate simulations

Our analysis uses the output of a high-resolution climate simulation carried out with a RCM over the

Europe for the period 1501–1990
:::::::::
1500–1990. The RCM consists of a climatic version of the meteo-130

rological regional model MM5. This simulation is driven at its boundaries by the Global Circulation

Model (GCM) ECHO-G. The horizontal model resolution is 45 km and its domain covers Europe

almost entirely (see Figure
:::
Fig. 1). This nesting setup is referred hereinafter as MM5-ECHO-G. Both

models are driven by identical reconstructions of several external forcings to avoid physical incon-

sistencies: greenhouse gases, Total Solar Irradiance (TSI) and the radiative effect of tropical volcanic135

events. This simulation is described in detail by Gómez-Navarro et al. (2013), including a discus-

sion of the skill of the model MM5-ECHO-G in reproducing the European climate against
::::::
gridded

observational precipitation and temperature gridded datasets
:::
data

::::
sets. Results of this validation in-

dicate an added value with respect to the driving GCM. However, there are still deviations between

the regional simulation and the observations. Prominent problems relate to the divergent 20th cen-140

tury temperature trends. Gómez-Navarro et al. (2013) argued that this could originate from missing

anthropogenic aerosol forcing in the simulation, which is an important factor with a potential net

cooling effect, especially in the second half of the 20th century (Andreae et al., 2005). Furthermore,

the driving simulation with ECHO-G simulates a strong positive trend in the North Atlantic Oscil-

lation (NAO) index under anthropogenic forcing, which is absent in the observations. This leads145

to a negative trend in winter precipitation in southern Europe and a positive trend in near surface

air temperature (SAT )
:::
SAT

:
over Northern Europe. These disagreements have two potential and

complementary explanations. On the one hand, the missing aerosol forcing could explain part of the

circulation trend (e.g. Booth et al., 2012) . On the other hand, much of the NAO variability is related

to internal variability (Gómez-Navarro and Zorita, 2013) , so the disagreement between model and150

observations could a priori expected in the NAO index, regardless of the forcing employed.

2.2 Observational datasets
::::
data

:::
sets

This
:::
The

:
analysis employs various observational datasets to obtain the main variability modes of

SAT , precipitation and Sea Level Pressure (SLP). These are compared to the corresponding results

obtained for the model and the statistical reconstructions. SAT and
:::
data

:::::
sets:

::::
SAT

:::
and

:
precipitation155

are taken from the monthly data set developed by the Climate Research Unit (CRU) at the Univer-

sity of East Anglia (Harris et al., 2014). This is a global gridded product
::::::
includes

:::::::
several

:::::::
climatic

:::::::
variables

:
over land areas with a spatial resolution of 0.5◦×0.5◦ , including several climatic variables

for the period 1901–2005. In this comparison exercise only temperature and precipitation series up

to 1990 are considered, since this is the overlap period between observations and simulation. The160
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Figure 1. Topography and landmask implemented in the regional simulation, with a horizontal resolution of

45 km. The rectangles show the nine subregions used for more detailed analysis. IBE, Iberian Peninsula; BRI,

British Isles; CEU, Central Europe; EEU, Eastern Europe; SCA, Scandinavian Peninsula and Baltex Sea; CAR,

Carpathian Region; BAL, Balkan Peninsula; ALP, Alps; TUR, Turkey.

data are bi-linearly interpolated onto the MM5 grid to provide a suitable basis for comparison. To

keep consistency with reconstructions, only land points are considered for the comparison.

The SLP field consists of monthly means of this variable extracted from the NCEP reanalysis

for the period 1948–1990 (Kalnay et al., 1996). This dataset
:::
data

:::
set

:
has a spatial resolution of

2.5◦×2.5◦, slightly higher than ECHO-G, and has been used on its original grid without any further165

spatial interpolation.

2.3 Gridded reconstructions

We use climate reconstructions for three variables, winter and summer SAT, precipitation
:::
PRE

:
and

SLP. In particular we use the gridded data sets by Luterbacher et al. (2004, 2007)
::::::::::::::::::::::::::
Luterbacher et al. (2004, 2007) for

SAT and Pauling et al. (2006) for precipitation. Both data sets consist of seasonal series on a170

0.5◦ × 0.5◦ regular grid over land areas of Europe. Similar to observations, these datasets
:::
data

::::
sets
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were interpolated onto the MM5 grid prior to analysis. These reconstructions are based on a large

variety of long instrumental series, indices from historical documentary evidence and natural proxies

(see Luterbacher et al., 2004, 2007; Pauling et al., 2006, for details). The basis for the reconstruction

is related to the use of linear methods (i.e. principal component regression). Despite the underlying175

assumptions, e.g. the stationarity of the relationship between the proxy and the climatic variable,

the method is able to provide gridded fields for both, temperature and precipitation. Luterbacher

et al. (2004, 2007) and Pauling et al. (2006) critically addressed the uncertainties and skills of their

reconstructions, especially in the early period of the 16th and 17th century, when less records and

only those with lower quality are available. Also Pauling et al. (2006) provide performance maps for180

their precipitation reconstruction for the reduction of error (RE) of the reconstruction. This allowed

a rigorous assessment of the spatial pattern of skill of the reconstruction. An important characteristic

of the reconstructed precipitation in contrast to reconstructed temperature relates to the large spa-

tial heterogeneity caused by a considerably shorter spatial de-correlation distance of precipitation.

This characteristic becomes critical when attempting to reconstruct hydrological fields from a sparse185

network of proxy data (Gómez-Navarro et al., 2014).

The SLP reconstruction has been selected after certain criteria. Our analysis avoids using the

Luterbacher et al. (2002) reconstructions for SLP, because it uses some of the proxies employed in

the SAT and precipitation reconstructions. Thus, the use of this dataset would preclude the evaluation

of the dynamical consistency among reconstructions without introducing circular arguments. Hence,190

we use an entirely independent SLP reconstruction . In particular, we use the SLP reconstruction

by Küttel et al. (2010)
:::::::::::
Additionally,

:::
the

::::
SLP

:::::::::::::
reconstruction

::
by

::::::::::::::::::
Küttel et al. (2010) is

:::::
used, which

is based only on station pressure data and ship logbook information. This dataset
:
,
:::
and

:::
is

::::
thus

:::::::::
completely

::::::::::
independent

:::::
from

:::
the

:::::
SAT

:::
and

:::::
PRE

::::::::::::::
reconstructions.

::::
This

::::::::
selection

:::::::
ensures

:::
that

::::
the

:::::::
dynamic

::::::::::
consistency

:::::::
between

:::::
SLP

:::
and

:::::
SAT

::::
and

::::
PRE

:::::::::::::
reconstructions

::::
can

::
be

::::::::
assessed

::::::::
avoiding195

::::::::
circularity

:::::::::::::::::::::::::
(Luterbacher et al., 2010a, b) .

:::::
This

::::
data

:::
set has a resolution of 5◦ × 5◦ and spans the

period 1750–1990.

2.4 Framework of the joint analysis of simulated and reconstructed climate

As discussed in the introduction, besides model and reconstruction errors, internal variability prevents

::
the

::::::::
presence

::
of

:::::::
internal

:::::::::
variability

:::
and

:::::::::::::::::::
reconstruction-specific

:::::
errors

::
a

:::::
priori

::::::
prevent

:
perfect agree-200

ment between the temporal evolution of the simulated and reconstructed climate variables (Gómez-

Navarro et al., 2012). A simple way to partially ameliorate this problem is low-pass filtering the

climate series. The underlying argument is that the ratio of forced to internal variability is higher

:::::::
increases

:
at lower frequencies. Since the degree of required filtering is unknown we simply apply a

::::
apply

::
a
:::::::::::
multi-decadal

:
31-years running mean using a Hamming window.205

In the following we compare the temporal evolution of temperature and precipitation
:::
SAT

::::
and

::::
PRE

::
as simulated by MM5-ECHO-G with the reconstruction of Luterbacher et al. (2004, 2007) and
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Pauling et al. (2006), respectively, in nine European sub-domains (Fig. 1).
:::
The

::::::::
separation

::::
into

:::::
these

:::
nine

::::::::::
subregions

::
is

:
a
:::::::::::

compromise
:::::::
between

::::::
being

::::
able

::
to

::::::::::
amalgamate

:::::::::::
information

:::
and

::::::
taking

::::
into

::::::
account

::::::::
Europe’s

:::::::
climatic

:::::::::
complexity.

::::
The

:::::::
division

::
is

::::
based

:::
on

:::
the

::::::::
guidelines

:::
for

::::::::::
coordinated

::::::
efforts210

::::
such

::
as

:::
the

::::::
project

:::::::::::
PRUDENCE

:::::::::::::::::::::::::::::::
(Christensen and Christensen, 2007) .

:
We restrict the analysis on

the period prior to 1900 to prevent an overlap from the calibration period. As the reconstructions are

calibrated using the observational or re-analysis datasets
:::
data

:::
sets, they should basically agree with

the observations used in (Gómez-Navarro et al., 2013) for validation purposes. The authors high-

lighted the general over-estimation of temperature trends in the simulation during this period, which215

is strongest for winter in northern Europe. Similarly, precipitation trends of observations and the

simulation during the 20th century are often not consistent. We note the contrast between observed

wetter conditions and simulated drying in southern Europe in winter. Gómez-Navarro et al. (2013)

also found that the regional simulation improved the representation of the observed climatology in

the European sub-domains of Scandinavia and the Baltic Sea (SCA), the British Isles (BRI), the220

Iberian Peninsula (IBE), the Alps (ALP), the Balkan Peninsula (BAL), the Carpathian region (CAR)

and Turkey (TUR) relative to the global simulation, whereas the representation did not improve

much for Central Europe and Eastern Europe.
:::
The

::::::
reasons

:::::::
mostly

::::::
pertain

::
to

:::
the

::::::::
complex

::::::
terrain

:::
over

:::::
those

:::::::
regions

::::::::
including

::
a

::::
more

::::::::
complex

::::::::
coastline,

:::::::
whereas

::::::
central

::::
and

::::::
Eastern

:::::::
Europe

::
do

:::
in

::::::
general

:::::
show

:::
less

:::::::
complex

::::::::::
topographic

:::::::::::::
characteristics. Therefore we restrict to the five regions with225

skill
:::
our

:::::::
analysis

::
to

:::::
those

:::
five

:::::::
regions

:::::::
showing

::
an

::::::
added

::::
value

::::
over

:::
the

::::::
global

:::::::::
simulation.

However, a simple comparison of the
:
A

::::::
simple

:::::::::
comparison

:::::::
between

:::
the

:::::::::::
reconstructed

::::
and

::::::::
simulated

time series might be misleading given the presence of internal variability in the simulation. For this

reason, we additionally use Empirical Orthogonal Functions (EOF) analysis to identify the main

variability patterns
:::::
modes of mean seasonal SAT and precipitation

::::
PRE. These patterns are not crit-230

ically dependent on the precise temporal evolution within each dataset
:::
data

:::
set. Thus, they facilitate

the comparison of the climate variability reproduced by the model and the reconstructions. Simi-

larly, Canonical Correlation Analysis (CCA) helps to identify
::
the

::::::::::::
representation

:::
of

:::
the

:::::
spatial

:
co-

variability between climate variables in a linear sense, which gives a hint about potential underlying

physical mechanisms. Thus, this statistical tool allows us to assess
:::::::
assessing

:
the dynamical con-235

sistency among different reconstructions. The two aforementioned techniques are widely used in

climate research, therefore we provide only a brief introduction here (the reader is referred to von

Storch and Zwiers (1999) for a comprehensive overview).

The basic philosophy of EOF analyses relates to decomposing the spatial (anomaly) fields of

the climate variable under consideration into patterns representing most part of its variance. An240

important characteristic of the resulting patterns (denoted as EOFs) and their corresponding time-

dependent amplitudes relates to the fact that they are mutually orthogonal in the space and time. From

a statistical point of view this characteristic is often of interest, but from a more physical point of view

the interpretation of the EOF pattern
::::::
patterns

:
may be complicated because the real world processes
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and patterns are not necessarily orthogonal. i.e. uncorrelated. Therefore, the physical interpretation245

of EOFs has to be performed with caution, especially when consecutive EOFs explain similar amount

of variance and
::::::::
compared

::
to

:
higher indexed EOFs.

::
To

::::::::
overcome

::::
this

::::::::
limitation,

:::::::
several

:::::::::
techniques

::::
have

::::
been

::::::::
proposed

::
to

:::::
rotate

:::::
EOFs.

::::
They

:::::
allow

::
to

::::::
obtain

::::
other

:::::::::
variability

::::::
patterns

:::
as

:
a
:::::
result

::
of

:::::
linear

:::::::::::
combinations

::
of

:::
the

:::::::
original

::::
ones.

::::::::
However

:::::
there

:
is
::::
not

:
a
::::::
unique

:::::::
criterion

::
to

:::::::
perform

::::
such

::::::::
rotation,

:::
and

::::
thus

::::::
results

:::
are

::::::::
affected

:::
by

:
a
:::::::

certain
::::::
degree

::
of

::::::::::
subjectivity

:::::::::::::::::::::::::::
(von Storch and Zwiers, 1999) .250

:::::
Given

:::
that

::
in
::::
this

:::::
study

::
we

:::
are

:::::::::
concerned

::::
with

:::
the

::::
way

:::::::
variance

::
is

:::::::::
distributed

:::::::
through

:::
the

::::::::
spectrum

::
of

:::::
EOFs,

::::::
rather

::::
than

::::
with

::::::::
obtaining

:::::::
physical

:::::::
meaning

:::::
from

::::
such

::::::
modes,

:::
we

:::::::
restrict

:::
the

:::::::
analysis

::
to

::
the

::::::::
standard

:::::
EOFs.

:

CCA is related to the former technique
:
a
::::::::
technique

::::::
related

:::
to

:::::::::::
EOF-analysis. It also decomposes

the original variable in a number of components or patterns. However, in this case the aim is to255

identify pairs of patterns in two variables whose temporal component in the original series exhibits a

maximal temporal correlation. Similarly to EOFs, the resulting CCA pairs of time series are ranked

according to their mutual correlation, although an important difference with EOF is that in this

technique the canonical pairs do not form an orthogonal decomposition of the original space. Instead,

the CCA time series corresponding to consecutive pairs are uncorrelated in time. Often the most260

physical meaningful information is spanned by the leading CCA patterns, although the associated

patterns may not explain the largest amount of variance. An advantage of CCA for our purposes is

that it helps disentangling the most important (canonical) relationships between climate variables,

either in the observations, the reconstructions or
:::
and simulations. Hence, from a physical point of

view the leading patterns should show similar characteristics when the mechanisms leading to the265

relationships between the climate fields are controlled by the same processes. Conversely, deviations

from this behaviour are indicative of physical inconsistencies among variables.

3 Temporal agreement of regional series and climatologies

3.1 Regional time series

The bold red lines in Figure ?? show
::::::
Figures

::
2

:::
and

::
3
::::::
depict the evolution of the averaged SAT270

(estimated through
:::::
winter

:::
and

:::::::
summer

::::
SAT,

:::::::::::
respectively.

::
It

::
is

::::::::
estimated

::
as the median value within

each subregion ) in the ECHO-G-MM5 modeland
:
,
::
in

:::
the

::::::
driving

:::::
GCM

:::
and

::
in

:
the Luterbacher et al.

(2004, 2007) reconstructionfor winter and summer. As outlined in the former section .
::::
For

:::
the

::::
sake

::
of

::::::
brevity,

::::
the

::::::
figures

::::::::::::
corresponding

::
to

:::
the

:::::::::::
intermediate

:::::::
seasons

:::
are

::::::
shown

::
in

:::
the

:::::::::::::
supplementary

:::::::
material,

:::
but

::::
the

::::::::
respective

:::::
main

::::::::::::
characteristics

::::
are

::::
also

:::::::
outlined

:::::
here.

:::
As

:::::::::
mentioned

::::::
section

::
2,275

the series are low-pass filtered (with a 31-year (Hamming low-pass filter) to emphasise the low-

frequency variability. Both the reconstruction and simulation generally agree in their low-frequency

evolution over northern Europe. Over southern Europe no clear-cut similarities can be seen (note the
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different scales in different areasand seasons)
::::
Also

:::
the

::::::::
evolution

::
of

:::
the

:::::
25-75

:::::::::::
interquartile

:::::
range

::
is

:::::
shown

::
to

::::::::
illustrate

:::
the

::::::::::::
heterogeneities

::::::
within

::::
each

:::::::::
sub-region.280

:
A
::::

first
:::::
result

::
is
::::

the
::::::::
reduction

::
of

::::::
warm

:::::
biases

::
in
::::::

winter
:::::::
through

:::::::::::
downscaling

:::
the

:::::
GCM

:::::::
output,

::::::
mainly

:::
over

:::::
areas

::
of

::::::
strong

:::::::
land-sea

:::::::
contrast

:::
near

:::
the

::::::::::::
Mediterranean

:::::
(Fig.

:
2
:::
and

:::
3).

::::
The

:::::
width

::
of

:::
the

::::::::::
interquartile

:::::
range

::
is

::::::
similar

:::::::
between

:::
the

::::
data

::::
sets,

:::::::
although

:::
the

:::::
GCM

:::::::
exhibits

:
a
:::::
larger

::::::
width

::
of

:::
the

:::::::::
Probability

:::::::
Density

:::::::
Function

::::::
(PDF)

::
of

::::::
winter

::::
SAT

::
in
:::
the

:::::
BAL

:::
and

:::::
SCA

:::::::
regions.

::
In

:::::::
summer

:::::
(Fig.

::
3)

:::
the

:::::
RCM

::
is

:::
not

::::::
clearly

::::
able

::
to

::::::
reduce

::::::
biases,

::::
and

::::
both

::::::::::
simulations

:::
are

::::::::
generally

:::
too

:::::
cold.

::
It

::
is285

:::::::::
noteworthy

::::
how

:::
the

:::::
RCM

::::::::
increases

:::
the

:::::
width

::
of

:::
the

:::::
PDF

::::::::
compared

::
to

:::
the

::::::
driving

::::::
GCM,

::::::::
resulting

::
in

:
a
::::::

better
:::::::::
agreement

::
to

::::
the

:::::::::::::
reconstructions.

:::::::::::
Intermediate

:::::::
seasons

::::
(see

:::::::::::::
supplementary

::::::::
material)

::::
show

::
a
:::::
more

::::::::::::
heterogeneous

:::::::
pattern.

::::::::
Absolute

::::::
biases

::
in

:::::::
autumn

:::
are

::::::::
generally

:::::::
smaller:

:::::::::
ECHO-G

::::::
exhibits

::::::
biases

::::
that

:::
are

:::::::
positive

::::
and

:::::::
negative

:::::::::
depending

:::
on

:::
the

:::::::
season,

:::::::
whereas

::::::::::::::
MM5-ECHO-G

:
is
::::::::::::

systematically
:::::::

colder.
::
A

::::::
similar

:::::::::
behaviour

::
is

:::::
found

::
in

:::::::
Spring,

:::::
where

:::
the

::::::
RCM

::::::::::
simulations

:::
are290

::::::
slightly

:::
but

:::::::::::
consistently

:::::
colder

:::::
than

:::::::::::::
reconstructions.

::::::::
However,

::::
the

::::
sign

::
of

:::
the

::::::
biases

::
is
::::::::
reversed

:::::
across

:::::
areas,

:::
and

::::
also

::
in

:::::::
different

:::::::
seasons,

:::::
which

::::::::
precludes

:::::::
drawing

::
a
:::::
simple

::::::
picture

::
of

:::
the

:::::::::
behaviour

::
of

::::::
biases.

:::
The

::::::
added

::::
value

:::
of

:::
the

:::::
RCM

:::::::
becomes

:::::
more

:::::::
clear-cut

::
in

:::
the

:::::
width

:::
of

:::
the

::::
PDF

::
in

::::
areas

:::
of

:::::::
complex

:::::::::
topography

::::
such

:::
as

::::
ALP

::
or

::::
IBE,

:::::
where

:::
the

:::::
GCM

::::::::
produces

:::
too

::::
small

:::::::::
variability

:::::
(Figs.

:
2
::::
and

::
3).

:::::
These

::::::
results

::::::::
resemble

::::
those

::::::::
described

:::
for

::::::::::
observations

:::::::::::::::::::::::::::::::::::::
(see Fig. 10 in Gómez-Navarro et al., 2013) .295

::::
This

::
is

::
an

:::::::::
indication

::::
that

:::
the

:::::
biases

::::::::
between

:::
the

:::::::::
simulation

::::
and

:::
the

:::::::::::::
reconstructions

:::
are

::::::::
probably

::::::::
associated

::
to
::::::

model
::::::::::
deficiencies

::::
(e.g.

::::
too

:::::
zonal

::::::::
simulated

:::::::::::
atmospheric

::::::::::
circulation),

:::::
rather

::::
than

:::
to

:::::::
potential

:::::
errors

::
in

:::
the

:::::::
gridded

:::::::::::::
reconstructions.

:
Similarly, variability is larger in winter than in sum-

mer in both data sets.
:
,
::
as

::::
well

::
as

::
in
:::::::::::

Northeastern
:::::

areas
:::::
(note

:::
the

:::::::
different

::::::
scales

::
in

::::
Fig.

:
2
::::
and

:::
3).

This agreement is directly related to the skill of the model setup to reproduce the general climatic300

features of the European climate (Gómez-Navarro et al., 2013), and the fact that the reconstructions

are calibrated against
::::
with observational records over the 20th century. Hence, this agreement is

directly linked to the consistency of both data sources and their ability to reproduce the observed

climate during the 20th century. The most prominent bias is found with the generally lower summer

temperatures in most sub-domains in the simulation compared to the reconstruction. The opposite305

behaviour is found in winter, with most of western and northern European areas exhibiting warm

biases (Fig ??). This is in good agreement with the biases discussed by Gómez-Navarro et al. (2013) in

the context of the comparison of model and observations during the 20th century. Hence, the disagreement

can be attributed to systematic biases within the simulation, which in turn are related to a too zonal

simulated atmospheric circulation of the driving GCM Gómez-Navarro et al. (2013) .310

:::::::
Focusing

:::
on

:::
the

:::::::
temporal

:::::::::
evolution,

:::
the

::::
RCM

:::::::
follows

:::
the

::::::::
evolution

::
of

::::
SAT

::
of

:::
the

:::::
GCM.

::::::::
Therefor

::
the

:::::::::
following

:::::::::
discussion

::
is

:::::
solely

:::::
based

:::
on

::::::::::::::
MM5-ECHO-G.

::::
Both

:::
the

::::::::::::
reconstruction

::::
and

:::
the

:::::
RCM

::::::::
simulation

::::::::
generally

:::::
agree

:::::
better

::
in

::::
their

::::::::::::
low-frequency

::::::::
evolution

::::
over

:::::::
northern

::::::
Europe.

:::::
Over

:::::::
southern

::::::
Europe

::
no

::::::::
clear-cut

:::::::::
similarities

:::
are

::::::
found.

:
Regarding the centennial to decadal evolution, the sim-

ulation and reconstruction generally agree until 1700. There are anomalous episodes which appear315
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to be synchronised between different regions (Fig??
:
.
:
2
::::
and

::
3). This can be seen in

:::
for

:::::
both, the

reconstructions and the simulation independently, and is indicative of prominent anomalies taking

place at large
::::
larger

:
spatial scales. However, these episodes are not synchronised across both data

sets, indicating that these decadal variations might be unrelated to variations of external forcings.

Since the early 19th century the simulated summer and winter temperatures show a clear warm-320

ing trend across all regions. The trend of the temperature reconstructions trends start
:::::
trends

:::
of

:::::::::::
reconstructed

:::::::::::
temperatures

::::
start

:::::
rising later, are generally lower and/or restricted to one of the two

seasons. Thus, regional decadal anomalies of simulated and reconstructed data diverge for most re-

gions over the past approximately 200 years. However, disagreement at decadal scales increases in

some regions already in the early
::
as

::::
early

:::
as

:::
the

::::::::
beginning

:::
of

:::
the

:
18th century. While IBE, BRI,325

ALP, BAL and TUR reconstructed and simulated series start to diverge in the early or the mid-

19th century, CAR and SCA show pronounced anomalies in the 18th century which lead to large

simulation-reconstruction deviations. This is also seen in the central and eastern European domains.

Overall, there are no statistically significant correlations between the filtered series of reconstructed

and the simulated SAT, (taking into account the presence of serial autocorrelation in the filtered time330

series).

A remarkable feature in reconstructed temperature evolution is the extremely warm period in

winter in areas such as SCA or also EEU, and less notably in ALP or CAR, during the first half of

the 18th century. This anomalous period has been discussed in detail by Jones and Briffa (2006) and

Zorita et al. (2010) . This period is present across independent reconstructions, and therefore a certain335

level of confidence exists that it was indeed a real phenomenon. However, this anomaly is not

reproduced in the simulation, neither in this nor any other period prior to the late 20th century.

Generally, the simulated summer temperature agree better with reconstructions than for the winter

season. The inability of the model to reproduce such noticeable anomaly has several implications:

On the one hand, internal variability could be responsible for such anomalous events, rendering an340

agreement very unlikely or virtually impossible. On the other hand, the fact that such an anomalous

period is not reproduced in any other period of the simulation points towards fundamental limitations

in the simulation that unrealistically restrict the spectrum of possible simulated extreme events

(see also the discussions in Wetter et al. (2014)
::::
Also,

::::
the

:::::::
temporal

::::::::::
agreement

::::
does

:::
not

:::::
show

::::
any

:::::::::
seasonality

::::::
signal.

::::::::::
Considering

::::
that

::::
SAT

::
is

:::::::::
potentially

:::::::
strongly

:::::::::
influenced

:::
by

:::
the

:::::::
external

:::::::
forcings345

:::::::::::::::::::::::::
(Gómez-Navarro et al., 2012) ,

:::
the

::::
lack

:::
of

:::::::::
agreement

::::::
points

::::::
toward

:::::::::::::
inconsistencies

:::::::
between

::::
the

::::::::
smoothed

::::::::
simulated

:::
and

::::::::::::
reconstructed

::::
SAT

:::
that

::::::
cannot

::
be

:::::::::
explained

::
by

:::::::
internal

:::::::::
variability

::::
alone.

The time series of seasonal precipitation are shown in Figure ??. Gómez-Navarro et al. (2013) described

how the RCM more clearly improves the representation of seasonal precipitation than of temperature

relative
::::
Figs.

:
4
::::

and
::
5.
:::

In
:::::::
contrast

::
to
:::::::::::

temperature,
::::

the
:::::
RCM

::::::::
improves

:::
the

::::::::
seasonal

:::::::::::
precipitation350

::::::::
compared to the driving GCM,

:::::
which

::
is
::
in

:::::::::
agreement

::
to

:::::
earlier

:::::::
findings

:::::::::::::::::::::::::
(Gómez-Navarro et al., 2013) .

This is mainly due to the fact that precipitation processes are more notably influenced by orographic

11
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Figure 2. Temporal series of
:::::
winter

:
SAT in the nine

::::
seven

:
areas indicated in Figure

:::
Fig.

:
1 for the winter

(columns 1 and 2) and summer (columns 3 and 4)
::
that

::::::
exhibit

:::::
added

::::
value

:
in the MM5-ECHO-G simula-

tion and
::::::::
compared

:
to
:

the Luterbacher et al. (2004, 2007) temperature reconstructions
::::
GCM

::::
alone

::::::::
according

::
to

:::::::::::::::::::::
Gómez-Navarro et al. (2013) . The thick red lines represent

:::::
series

::::::::::
corresponding

::
to
:
the median, whereas

::::
three

different levels of shaded gray indicate the decile ranges
:::
data

:::
sets

:::
are

:::::
shown

:::
with

:::::::
different

::::::
colours:

:::::
driving

:::::
GCM

(40–60
::
i.e.

::::::::
ECHO-G

:::::
model

::::
alone, 30–70

::::
black), 20–80

::::
RCM

:::
(i.e.

:::::::::::::
MM5-ECHO-G,

::::::
orange)

:
and 10–90

::::::
gridded

::::::::::
reconstruction

::::
(i.e.

::
the

:::::::::::::::::::::::::::::
Luterbacher et al. (2004) reconstruction, respectively

:::
blue).

::::
Bold

::::
lines

::::::::
correspond

::
to

:::
the

::::::
median,

::::::
whereas

:::
the

::::
light

::::::
shading

:::::::
indicates

:::
the

:::::
25-75

:::::::::
interquartile

:::::
range

::
to

:::::::
illustrate

:::::::::::
heterogeneities

::::::
within

:::
each

::::::
region. After the calculation of the deciles

:::::
annual

:::::
values, all

::
the series are smoothed through a Hamming

window of 31 time steps to emphasise the low-frequency variability. To facilitate
:::
Note

:
the comparison, the

::::::
different

:
scale is the same between the simulation and the reconstruction, although it is

:
in
:

different for each

area and season, reflecting the different mean values and variances among different subregions
:::::
panels.
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features, which are better resolved in the
::
he RCM. Similar to SAT, there are noticeable biases that can

be explained with model deficiencies. For example, the model tends to overestimate winter precipi-

tation in central and northern Europe in the observational period since 1905 (Gómez-Navarro et al.,355

2013), which generates a wet bias in SCA , CEU or EEU
::::
(also

::
in

::::
CEU

:::
and

:::::
EEU,

:::
see

:::::::::::::
supplementary

:::::::
material). It is noteworthy that biases are not so much

::
as

:
prominent in summer, as .

:::::
This is also

the case when the model is compared to observations for the 20th century (Gómez-Navarro et al.,

2013).
:::::
Indeed

:::
the

:::::
RCM

::
is

::::
able

::
to

:::::::
improve

:::
the

::::::
general

::::::::::::::
underestimation

::
of

::::::::::
precipitation

:::
of

:::
the

:::::
GCM

::
in

:::::::
summer

::::
(Fig.

::
4
::::
and

:::
5).

::
In

:::::::
Autumn

::::
and

::::::
Spring,

::::::
biases

:::
are

::::::::
generally

:::::::
smaller

::::
and

::
do

::::
not

:::::
show360

:::
any

:::::::::
systematic

::::
sign,

:::::::
because

:::
the

:::::::::
systematic

::::::
biases

::
in

:::
the

:::::
zonal

:::::::::
circulation

::::
play

:
a
::::::

minor
::::
role

::
in

:::
the

::::::::::
precipitation

::::::
during

::::
these

:::::::
seasons.

:
Independently from the biases, the agreement between simulation

and reconstruction is expected to be lower for this variable due to the larger imprint
:::::::::
importance of in-

ternal and small-scale variability on precipitation (Gómez-Navarro et al., 2012, 2014)
:::::::::::::::::::::::::::::
(Gómez-Navarro et al., 2012, 2014) .

A comparison between seasonal reconstructed and simulated precipitation shows less variability365

in northern than in southern areas (again note the different scales). The temporal variability appears

to be particularly large in areas of complex orography such as ALP, TUR or IBE. Both data sets

show strong low-frequency variations in most regions with pronounced dry and wet episodes over

the period 1501–1900
:::::::::
1500–1900. However, these

:::::::
episodes are neither synchronised between both

data sets nor for the two seasons (Fig. ??
:
4
:::
and

::
5). Variability also appears to change over time. For370

instance, simulated winter variability increases in TUR whereas reconstructed summer variability

weakens in CAR.

The most prominent features and discrepancies between reconstructions and the simulation sorted

by century are: In the early 16th century, CAR and ALP suggest prominent summer dryness, which

is absent in the other series. Reconstructions further suggest
::::
show

:
wet winters in BRI in the 16th375

century. There are hints of coherence between reconstructed and simulated summer ALP precipita-

tion. Reconstructed summer precipitation in the 17th century indicates very wet conditions for CAR,

BAL and ALP while BRI summers appear to have been dry. Anomalous dryness is also seen in the

early 18th century in summer in CAR, TUR, BAL and ALP reconstructions while summers were

wet in BRI and SCA during that period. Winter wetness in the 19th century is prominent in many380

regions in the simulation (Fig. ??
:
4).

A regional peculiarity is a pronounced alternation between drier and wetter conditions with dimin-

ishing amplitude and shortening period between 1501
::::
1500

:
and 1800 in reconstructed CAR summer

precipitation. Variations in TUR winter precipitation are very large in the simulation but rather low

in the reconstruction. Iberian winter precipitation shows an apparent anti-phase between simulation385

and reconstruction.

In summary, we see no clear forcing imprint in either data set and
::
do

:::
not

::::
find

:::::
clear

::::::::
temporal

::::::::
agreement

::::::::
between

:::
the

:::::::::
simulation

::::
and

:::
the

:::::::::::::
reconstructions,

:::::::::
especially

:::
for

:::::
PRE.

::::::::
Although

:::::::
forcing

:::::
leaves

::
an

:::::::
imprint

::
in

:::
the

:::::::::
simulated

::::
SAT,

:
no general congruence between the simulation and recon-
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structions
::
is

:::::
found. Pronounced anomalous periods are evident in reconstructed winter temperature390

in the early 18th century and in reconstructed 17th and 18th summer precipitation which are absent

in the simulation.
::::::
Section

:::
3.3

:::::::
assesses

:::
in

::::
more

:::::
detail

:::
the

:::::::::
anomalies

::
in

::::
some

::::
key

:::::::
periods.

3.2 Evolution of climatological probability distributions (PDFs)

The nine regions in Figure 1, defined according to geographical criteria, and consistently with

previous analysis (Gómez-Navarro et al., 2013) ,
:::::::
depicted

::
in

::::
Fig.

::
1,

:
are comparatively large in their395

spatial extent. Indeed, they often include very different climatic characteristics, where the model pro-

duces opposite biases (see Figures 4 to 8 in Gómez-Navarro et al., 2013)
:::::::::::::::::::::::::::::::::::::::
(see Figs. 4 to 8 in Gómez-Navarro et al., 2013) .

Further, the mean value could be potentially discard
:::::::::
potentially

:::::::
discards valuable information, such

as regional deviations or widening of the distributions of temperature of precipitation within a region

in different periods of time. To account for this important piece
:::
part of climatic variability, Figures400

?? and ?? show
::::
Figs.

:
2
::
to

::
5

::::
show

::::
also the time series of the interdecile

::::::::::
interquartile range of the spa-

tial distribution of the seasonal means of grid-cell temperature and precipitation within each region.

This
::::
range

::
is
::::
used

::
as
::
a
:::::
proxy

:::
for

:::
the

:::::
actual

:::::
PDFs,

::::::
which

::
are

:::
not

::::::
shown

::
to

:::::
avoid

:::
too

:::::::
complex

:::::::
figures.

::::
This

:::::
range provides information beyond the mean value alone, enabling also the evaluation of the

evolution of the spatial variability of climate within regions
:::::
PDFs

::
of

::::
SAT

::::
and

::::
PRE

::::::
within

:::::::
regions,405

:::::::::
particularly

:::
the

::::::::
presence

::
of

::::::::
skewness

::
in

:::
the

::::::::::
distributions.

Low frequent
::::::::
frequency variability in the median generally translates to variability in the decile

:::
PDF,

i.e. the distributions shift in time as a whole, with little changes in their shape. This indicates that

the median is a valid indicator for the regional evolution of all percentiles. This
:::
The

:
relation holds

less well for precipitation, especially in summer and to a larger degree in the reconstruction. This is410

potentially due to the convective and localized
:::::::
localised

:
character of summer precipitation

:::
that

:::::
leads

::
to

:::::::::
non-normal

:::::
PDFs

:
(Gómez-Navarro et al., 2014).

The median series in Figures ?? and ??
::::
Figs.

::
2
::
to

::
5 already suggest that differences between the

Maunder (1645–1715
:::
Late

::::::::
Maunder

::::::::::
(1675–1715) and Dalton (1790–1830

:::::::::
1780–1820) minima and

the recent 20th century climatology (1961–1990) disagree between the simulation and reconstruc-415

tions. However, while the percentiles reflect changes in the mean temperature, shifts in the distri-

butions are rather small in the order of 1◦C to 2◦C colder means and quartiles. Most notable is the

cooling for both periods in the winter SCA temperature. Distinct precipitation changes occur only

for SCA and only in winter, with low solar forcing periods being drier than the recent climatology

(see Fig. ??
:
4).420

The underlying temperature PDFs generally agree well between the simulation and the recon-

struction, in contrast to the evolution of the median time-series. Simulated winter temperature dis-

tributions are close or similar for IBE, SCA, BRI, TUR and ALP. Simulated summer temperature

distributions are clearly biased towards a colder mean in all regions. Nevertheless,
:
the shape of the

distributions is generally similar (not shown).425
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The simulation and reconstruction disagree more on the PDFs of winter and summer precipitation.

The differences between the
:::
Late

:
Maunder Minimum, the Dalton Minimum and the late 20th century

climatology are spatially less homogeneous across regions. Generally, the mean is underestimated

and the extremes are overestimated for southern European winter precipitation, while summers are

generally less dry in those regions in the simulation. On the other hand northern Europe shows the430

opposite for both seasons.

3.3
:::
SAT

:::::::::
anomalies

:::::::
during

:::
key

:::::::
periods

:::::
Given

:::
its

::::::::
relevance

::::::::
assessing

:::::::
climate

:::::::::
sensitivity

::::
and

:::::
being

:::
an

::::::::
important

::::::::::
benchmark

:::
for

:::::::
climate

:::::::::::::
reconstructions,

:::
we

:::::::
analyse

::::
SAT

:::::::::
anomalies

::::::
around

::
a
:::::::::
prominent

::::
cold

::::::
period

:::
in

:::
the

:::::::::::
preindustrial

::::::
period,

:::
the

::::::
Dalton

:::::::::
Minimum

::::::
(DM).

::::
This

:::::
event

::
is
::::::::::::

characterised
::
by

::::
the

:::::::::::
simultaneous

::::::::::
occurrence435

::
of

:::::
lower

::::
TSI

::::
and

:::
two

::::::
strong

:::::::
tropical

:::::::::
explosive

:::::::
volcanic

:::::::::
eruptions.

::::
Fig.

::
6

:::::
shows

::::
the

:::::::::
anomalies

::
of

:::::
winter

::::
and

:::::::
summer

:::::
SAT

::
in

:::
the

:::::::::
simulation

::::
and

:::
the

:::::::::::::
reconstruction.

::::
Note

::::
that

:::
the

:::::
other

:::::::
seasons

::::
show

:::
an

:::::::::::
intermediate

::::::::
behaviour

::::
and

:::
are

:::::::
omitted

:::::
here.

::::
The

:::::::::
simulation

::::
(top

::::
row)

:::::::
exhibits

::
a
:::::
clear

:::
cold

:::::::
period,

::
in

::::::::
particular

::
in

::::::::::
northeastern

:::::::
Europe

::
in

:::::
winter

::::
and

::::::
central

:::
and

:::::
south

::::::
Europe

::
in

::::::::
summer.

:::::
These

::::::
results,

::::
and

:::
the

::::::::::
particularly

:::::
cold

::::::::
summers

::
in

::::::
Iberia,

::::
are

::::::::
consistent

:::::
with

::::::
results

::::::::
obtained440

::
by

:::::::::::::::::::::::::
Gómez-Navarro et al. (2011) .

::::
The

::::::::::::
reconstruction

:::::::
(bottom

:::::
row)

::::::
shows

:::::::
slightly

:::::::
negative

:::::
SAT

::::::::
anomalies

:::
in

:::::::
northern

:::::::
Europe,

::::::::::
particularly

:::::::
around

:::
the

::::::
Baltic

::::
Sea.

:::::::::
Compared

:::
to

:::
the

::::::::::
simulation,

::::::
summer

:::::::
exhibits

:::
no

::::
cold

::::::::
anomaly

::
at

:::
all.

::
A

::::::
similar

::::::
spatial

::::::::::
distribution

:::
can

:::
be

:::::
found

:::
for

:::
the

::::::
period

::::
Late

:::::::
Maunder

:::::::::
Minimum

:::::::::::
(1675–1715),

:::
and

:::
the

:::::
same

::::::::::
conclusions

:::
can

::
be

::::::
drawn

::::
from

:::
the

::::::::::
comparison

:::
(not

:::::::
shown).

::::::
Again,

:::
this

::::
lack

::
of

:::::::::
agreement

:::
can

::::
have

:::::::
multiple

:::::::::::
explanations.

:::::
Given

:::
the

::::::::
relatively

:::::
small445

::::::::
variability

::
of

:::
the

:::::::::::::
reconstructions

:::::::::::::::::::::::::::::::::::::::::::::::::::::::
(see Gómez-Navarro et al., 2011, and the results in the next section) ,

::::::::
especially

::
in

::::::::
summer,

:::
this

::::::::
mismatch

::::::
might

::
be

:::::
partly

::::::::::
attributable

::
to

:::
an

:::::::::::::
underestimation

::
of

::::::::
variance

::
of

:::
the

::::
SAT

::::::::::::
reconstruction.

:

:
A
::::::::::

remarkable
::::::
feature

:::
in

:::::::::::
reconstructed

::::::
winter

::::
SAT

::
is
:::
the

::::::
strong

::::::::
warming

:::::
trend

::::::
during

:::
the

::::
first

::::::
decades

:::
of

:::
the

::::
18th

::::::
century

::
in
:::::::
several

::::
parts

::
of

::::::::
northern

::::::
Europe.

:::::::
Indeed,

:::
this

::::::::
warming

::
is

:::::::::
embedded450

::
in

:
a
::::
very

::::::::::
anomalous

::::::
period

:::::::::::
characterised

:::
by

:
a
:::::

large
:::::::
climatic

::::::::::
variability,

:::
and

::::::::::
culminated

::::
with

:::
an

:::::::::::
exceptionally

::::
cold

:::::
winter

::
in

::::
1740

:::::::::::::::::::::::::::::::::::::::::::::::::::::::::
(Luterbacher et al., 2002; Jones and Briffa, 2006; Zorita et al., 2010) .

:::
The

:::::::::
anomalous

::::::::
warming

:::::
trend

:
is
::::::
mostly

::::::::
detected

::
in

::::
areas

::::
such

:::
as

::::
SCA

::
or

:::::
EEU,

::::
and

:::
less

:::::::
notably

::
in

::::
ALP

::
or

:::::
CAR.

::::
Fig.

::
7

::::::
depicts

:::
the

::::::
winter

::::
SAT

:::::::::
anomalies

::
in

:::
the

::::::::::::
reconstruction

:::
and

:::
the

::::::::::
simulation

::
in

::
the

::::::::::
1700–1750

::::::
period

::::
with

::::::
respect

::
to

:::
the

::::::::
preceding

:::::::
century.

:::::
There

::
is
:::
an

:::::::
apparent

:::::
warm

::::::::
anomaly

::
in455

:::::
winter

:::::::::::
temperatures

::::::::
extending

::::
from

:::::
north

::
to

::::::::
southeast

:::::::
Europe.

::::
Such

::
an

::::::::
anomaly

:
is
:::
not

::::::::::
reproduced

::
in

::
the

::::::::::
simulation,

::::::
neither

::
in

:::
this

::::
nor

:::
any

:::::
other

:::::
period

::::
prior

:::
to

::
the

::::
late

::::
20th

:::::::
century.

:::
The

::::::::
inability

::
of

:::
the

:::::
model

::
to

:::::::::
reproduce

::::
such

::
a

::::::::
noticeable

::::::::
anomaly

:::
has

::::::
several

:::::::::::
implications:

:::
On

:::
the

::::
one

:::::
hand,

:::::::
internal

::::::::
variability

:::::
could

::
be

::::::::::
responsible

:::
for

::::
such

::
an

::::::::::
anomalous

:::::
event,

::::::::
rendering

::
an

:::::::::
agreement

::::
very

::::::::
unlikely.

::
On

:::
the

:::::
other

:::::
hand,

:::
the

::::
fact

:::
that

::::
such

:::
an

:::::::::
anomalous

::::::
period

::
is

:::
not

:::::::::
reproduced

:::
in

:::
any

:::::
other

:::::
period

:::
of460
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Figure 6.
:::
SAT

::::::::
anomalies

::
in

:::::
winter

::::
(left)

:::
and

:::::::
summer

:::::
(right)

:::::
around

:::
the

::::::
Dalton

:::::::
minimum

::::::::::
(1780-1820)

::::
with

:::::
respect

::
to

::
the

::::::
control

:::::
period

::::::::::
(1900-1990).

:::
Top

:::
and

:::::
bottom

::::
rows

::::
show

:::
the

:::::
results

::::::::::
corresponding

::
to

:::
the

::::::::
simulation

:::
and

::
the

:::::::::::
reconstruction,

::::::::::
respectively.

::
the

::::::::::
simulation,

::::::
points

:::::::
towards

::::::::::
fundamental

:::::::::
limitations

:::
in

:::
the

:::::::::
simulation

::::::::::::
unrealistically

:::::::::
restricting

::
the

::::::::
spectrum

::
of

:::::::
possible

:::::::::
simulated

:::::::
extreme

:::::
events

::::
(see

::::
also

:::
the

:::::::::
discussions

::
in

:::::::::::::::::
Wetter et al. (2014) .

:

4 Dynamical consistency of simulation and reconstructions

The available gridded reconstructions of winter and summer temperatures, precipitation and sea level

pressure allow not only to evaluate
::::::::
evaluating

:
the temporal evolution at certain locations, but also465

to analyse the spatial structures of dominant modes of variability. Moreoever
::::::::
Moreover,

:
their evo-

lution in different periods and the relation between modes of different variables can be investigated

with canonical correlations
:::::::::
correlation

:::::::
analysis

::::::
(CCA). With the latter approach we gain insight in
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Figure 7.
:::
SAT

::::::::
anomalies

::
in

:::::
winter

:::::
during

:::
the

:::
first

:::::::
decades

::
of

:::
the

::::
18th

::::::
century

:::::::::
(1700-1750)

::::
with

::::::
respect

::
to

::
the

:::::::
previous

::::::
century

::::::::::
(1600-1700).

::::
Left

:::
and

::::
right

::::
maps

:::::
show

::
the

::::::
results

::::::::::
corresponding

::
to
:::

the
::::::::
simulation

::::
and

:::::::::::
reconstruction,

:::::::::
respectively.

the dynamical consistency among reconstructions and between reconstructions and the simulation

::::::::::::::::::::::::
(Luterbacher et al., 2010a, b) .470

4.1 Modes of variability for SAT and precipitation
::::
PRE

Figure 8 shows the first EOF for winter (left) and summer (right) SAT for the CRU data set (top

row), MM5-ECHO-G (middle) and the Luterbacher et al. (2004, 2007) reconstructions (bottom row).

The patterns are based on observations for the 1901–1990 period, whereas for the model and the

reconstructions they are calculated for the period 1501–1990
:::::::::
1500–1990. The time period used to475

calculate the EOFs appears to be of minor relevance. Indeed, the patterns are robust, exhibiting

only minor changes when the 1901–1990 period is used in the simulation and reconstructions (see

discussion below). The second and third EOFs, also representing a remarkable amount of variance,

are discussed here just briefly and shown in the supplementary material. Note that the maps
::::
EOF

:::::::
patterns,

:::
i.e.

:::
the

:::::::::::
eigenvectors, are not normalised, but they contain the corresponding units for each480

variable, so the spatial integral of the square of the pattern is proportional to the variance explained

by the respective pattern. In order to facilitate the comparison, the same color scale is used in all

maps. Therefore the patterns are multiplied by different scaling factors, indicated in the top right

corner of each panel (Fig. 8).

Reconstruction and the simulation agree well on the shape of the main EOF pattern of
::
for

:
winter485

and summer SAT variability. They represent similar amounts of variability (indicated in each map),

and also the total variance is similar. Note, for example, that the scaling factors consistently vary
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Figure 8. First EOF of winter (left) and summer (right) SAT. Each row depicts
::::
Rows

:::::
depict the results for

the CRU dataset
:::
data

:::
set (top), the MM5-ECHO-G simulation (middle) and the reconstructions (bottom). For

the first case the 1901–1990 period is employed, whereas for the other the period 1501–1990
::::::::
1500–1990 is

considered. Note that the patterns carry the units of the variable, and thus they are proportional to the squared

root of the variance that each pattern represents. Hence, and to facilitate the comparison, each pattern has been

multiplied by a scaling factor, indicated in the top right corner of the figure. The percentage of total variance

represented by each pattern is also indicated. The units are ◦C.
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among datasets
::::
data

:::
sets, and that summer maps had to be multiplied by a larger factor, indicating

that summer series show less variability, as already pointed out by (Gómez-Navarro et al., 2013)

and discussed in the former section . Although here
:::::
section

::
3.
:::::::::
Although only the leading variability490

mode is shown, this general conclusion applies also to the higher indexed EOFs (see supplementary

material). The simulation, coherently with the observations, exhibits a monopole pattern centred over

Eastern Europe, whereas this centre is slightly shifted towards the Baltic Sea in the reconstruction in

both seasons. The resemblance between observations and reconstructions increases when the 1901–

1990 period alone is considered (not shown), resulting in the slight sensitivity of the pattern to the495

choice of period. Note that a resemblance between the CRU data and the reconstructions
:::
can

:::
be

:::::::
expected, especially when the same period is used for the calculation, could be expected. This is so

due to the fact that the reconstruction is calibrated against observations and the reconstructions are

bound by PCA-regression to show very similar EOF patterns through the whole period (Raible et al.,

2006). In the simulation, there is a larger agreement between 20th century and the full-period EOFs500

(not shown), suggesting that the main patterns of variability are not very sensitive to their respective

base period, and more importantly, that the arguably short length of observation records appears to

be adequate to calibrate the proxy data.

The simulated and reconstruction SAT ,
::::::::::
reconstructed

::::
SAT

:
tend to attribute more variance to the

first EOF in winter (71% and 72% of total variance in the model and reconstructions, respectively)505

compared to observations (61%). This difference is stronger in summer, when the leading mode

in the observations represents 36% of the total variance compared to 57% and 48% in the model

and reconstructions, respectively. This indicates that the simulated temperature covariance matrix is

too homogeneous, particularly in summer, which is a reminder of the limitations of climate simu-

lations: the zonal circulation in the driving GCM is too strong. This leads to a circulation regime510

in the RCM that is reminiscent of that observed in winter. Regarding the reconstruction, the larger

proportion of variance represented by the reconstruction’s leading EOF highlights again that using

a truncated EOF-basis in the PCA-regression results only in partial representation of the true vari-

ability. The second and third EOFs are broadly similar in the reconstructions and observations for

summer temperature, although their order is inverted. They still show similar gradient-like patterns,515

with the direction of the greatest gradient slightly tilted in the simulation compared to that in the

reconstructions and the observations, respectively.

Figure 9 is similar to Figure 8 but for precipitation
:::
PRE

:
(higher order modes of variability are

shown in the supplementary material). In winter all datasets
:::
data

::::
sets agree well and show a strong

North-South dipole with the node at about 55◦N. This pattern highlights the well-known differ-520

ence between the Mediterranean area and Northern Europe. However, although the spatial structure

agrees, the first mode represents more variance in the reconstruction than in the observations. The

simulated leading variability mode represents 34% of the winter variance , compared to a very similar

::::::::
compared

::
to 30% in the CRU dataset

:::
data

:::
set. However the difference is larger in the reconstruction,
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where this mode explains up to 46% of the total variance. In summer the leading mode of variabil-525

ity represents just 15% in the observations. This can be explained by the fact that the precipitation

regime is less influenced by the large-scale circulation. Despite the too strong zonal
:::::::::
circulation

::
in

:::
the

driving global simulation, this is consistent with the regional simulation, where the leading EOF also

represents a low percentage of variance (12%). However this is in strong contrast to the reconstruc-

tion, where the first EOF alone is able to account for 40% of total variance. For the summer season,530

the spatial pattern of the observed and the simulated precipitation agree relatively well, while the

North-South gradient observed in these datasets
:::
data

::::
sets is changed mostly to a strong pole over

the Alpine region, with a slight gradient to the North-East. The clearly dominating first mode in the

reconstructions shows that the reconstructed precipitation regime is too homogeneous. This conclu-

sion matches similar findings obtained through Pseudoproxy Experiments (Gómez-Navarro et al.,535

2014), where it has been shown how the linear regression used in Pauling et al. (2006) tends to

underestimate the
:::
high

:
spatial variability of precipitation.

In the following a brief description on
::
we

::::::
briefly

:::::::
describe

:
how the main variability modes compare

between the GCM and the RCMis given. This comparison allows to characterise
:::::::::::
characterising when

the downscaling adds value, and represents an aspect of the analysis not shown by (Gómez-Navarro540

et al., 2013). The main variability modes of SAT exhibit in both seasons very similar patterns in both

models
:::
and

:::::::
seasons, although the GCM reproduces less spatial variability, associated to

::
as

::::::::
expected

::::
from its coarser spatial resolution (not shown). The percentage of variability represented by the main

mode is 72% in winter, indistinguishable from the RCM (Fig. 8). In summer this percentage drops

to 38%, in better agreement with observations, although the spatial structure shows generally less re-545

semblance with observations, with a lower Southwest-Northeast gradient. For precipitation
:::
PRE, the

GCM compares worse than the RCM with CRU. In winter, the GCM is able to reproduce the char-

acteristic main variability mode dominated by a North-South gradient shown in other data sets (see

left column in Fig. 9). However
:
,
:
the imprint of orography that can be appreciated in the RCM does

not stand out
:
is

:::
not

::::
seen

:
in the GCM, resulting in an excessively

::
too

::::::::
spatially homogeneous pattern.550

In summer the situation becomes more challenging, since not only the spatial structure is not realis-

tic, but also the main variability mode represents 26% of variance, empathizing the problems of the

GCM to reproduce summer precipitation. Thus, results indicate that main variability modes are simi-

lar in both simulations, resulting from the strong forcing provided by the GCM trough the boundaries

of the domain. Still, the RCM is able to add regional details to the simulated fields. However, this555

depends on the variable and season. SAT is more strongly influenced by the driving conditions than

precipitation, where the imprint of
:::::::
presence

::
of

::::::::
complex orography is more pronounced

::::::::
important.

This is especially clear in
::::::
evident

:::
for

:
summer, where precipitation in the GCM is barely able to

reproduce the observed patterns. These results agree with similar findings described in other RCM

studies (Gómez-Navarro et al., 2011, 2014)
:::::::::::::::::::::::::::::
(Gómez-Navarro et al., 2011, 2014) .560
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Figure 9. As Figure
:::
Fig. 8 but for precipitation

:::
PRE. The units are mm/month.
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4.2 Dynamical consistency between variables

Canonical Correlation analysis (CCA) provides insight in the interrelation between different vari-

ables
:
in
::::

the
::::::
spatial

::::::
domain. Comparing observed relationships with the corresponding simulated

ones provides an assessment of the model skill. Evaluating these relationships in reconstructions of

different variables gives an indication of the consistency among independent reconstructions (e.g.565

Luterbacher et al., 2010a). Figure 10 shows the canonical pair of patterns of SLP and SAT, and of

SLP and precipitation
::::
PRE, with the largest canonical correlation, as simulated by the MM5-ECHO-

G and their counterpart in the observational record in winter. Note that in summer the evolution of

temperature and especially precipitation is only
:::::
driven

:
to a lesser extent driven by the large-scale

circulation. This is reflected by small canonical correlations. Hence, CCA is more useful for the570

winter season, and therefore only results for this season are discussed in detail.

In the subsequent figures, the first two rows correspond to the SLP-SAT canonical pair, whereas

the last two correspond to pairs of SLP and precipitation. Figure 10 shows the results for the ob-

servations and the simulation in the control period. Considering the first canonical pair of SLP and

SAT (top row), the canonical correlation is 0.93 for the observations. The patterns represent 42% of575

total variance for SLP and 53% for SAT, respectively. The SLP resembles the NAO pattern and is

related to a North-South gradient pattern in SAT. The physical explanation for this correlation is the

well known
:::::::::
well-known

:
relationship between NAO and European temperature: a more zonal circu-

lation in the North of Europe advects oceanic warm and moist air eastwards, leading to a positive

temperature and precipitation anomaly in Northern Europe (Luterbacher et al., 2010a).580

A similar SLP pattern and physical mechanism can be identified in
:
is

:::::
found

:::
for the SLP-PRE pair

(third column), with a correlation of 0.95
::::
(Fig.

:::
10). The results within the simulation are shown in

rows 2 and 4 of Figure 10. The SLP-PRE pair roughly resembles the SLP-SAT pair, although the

zonal circulation is shifted southwards. Despite the fact that the zonal circulation supports the same

physical relation between variables, in this case the canonical correlation is lower , (r
::
(ρ=+0.75). The585

SAT pattern represents a large amount of variance and indeed resembles the leading EOF (see Figure

:::
Fig.

:
8). The leading canonical pair of SLP-PRE exhibits a centre of high pressures in the North

Atlantic which reinforces the northwestern component of wind and is responsible for increasing

precipitation in Western Europe, whereas it produces precipitation deficits in Norway and Turkey.

This mechanism results in a strong link, producing a correlation of 0.91, although it explains a590

relatively small amount of winter
::::::::::
precipitation

:
variability (only 19% in the simulation).

Figure 11 is similar to Figure 10, but for the period 1750–1990 and for the reconstructions instead

of observations. This is the period availablefor the SLP reconstruction. None
::::
Using

::::
the

::::::
period

:::::::::
1750-1990,

::::::
where

::::
also

::::
SLP

:::::::::::::
reconstructions

:::
are

::::::::
available,

:::::
show

::::
that

:::::
none of the patterns for the

longer period resembles perfectly the pair in the observations (compare Figures
::::
Figs. 10 and 11)

:
, in-595

dicating that relationships between variables are sensitive to the period used. There are two potential

reasons for this lack of robustness: First, the strong forcing in the 20th century may influence the
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Figure 10. Canonical correlation pattern pairs of SLP and SAT (rows 1 and 2), and SLP and precipitation (rows

3 and 4) in winter. Each figures
::::
panel

:
depicts the percentage of variance explained by each pattern and the

canonical correlation associated with the pair. The results are calculated in the observational record (rows 1 and

3) and in the MM5-ECHO-G dataset
:::
data

:::
set (rows 2 and 4) during the period 1901–1990. Note that the SLP

has been obtained directly from the driving GCM, since the window of interest lies outside the RCM domain.

As in Figures
:::

Figs.
:
8 and 9, the patterns have been multiplied by a scaling factor that allows using the same

color scale in every map. The SAT units are ◦C, SLP is shown in Pa, whereas precipitation units are mm/month.
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Figure 11. As in Figure
:::
Fig. 10 but for the simulation and reconstructions. The calculations are based on the

overlap period of the simulation and the SLP reconstructions, 1750–1990
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canonical pairs either due to the strong anthropogenic trend in the zonal circulation in the driving

simulation or due to a strong trend-component in the temperature field. Second, we have to keep in

mind the simplified covariance and the potentially reduced signal in the reconstruction. The simu-600

lated canonical pair of SLP-SAT has a canonical correlation of 0.79 whereas the correlation for the

reconstruction is 0.28. Again, the canonical pairs appear to be dominated by the temperature vari-

ability. The leading pairs for reconstruction and simulation both show a temperature gradient from

the South-West to the North-East
:
,
:
which is dynamically related to a slight wave-like disturbance

of the zonal flow and related changes in the advection of air masses. The reconstruction and the605

simulation disagree on the location and character of flow centres.

The first SLP-PRE pair in the simulation (fourth row in Figure
:::
Fig. 11), corresponds to the second

canonical pair over the 1948–1990 period in the observations (not shown). Note that the first two

pairs derived from observations are very similar, especially with respect to canonical correlations

but also considering the representation of variances. However, the second pair represents more SLP-610

variance than the first one. The separation between both pairs is more distinct in the longer period

of analysis and in that case the ranking of the two leading pairs is exchanged. Hence we decided to

show the third canonical pair for the reconstruction, which is the apparent dynamic equivalent to the

simulated one but shows much smaller canonical correlations (0.12 in the reconstruction and 0.89

in the simulation) while representing broadly consistent amount of variance. The small correlation615

signals that dynamical relations between both patterns may be weak. Indeed we would expect the

NAO-like SLP-pattern to relate an
:::
link

:::
the

:
intensified zonal flow to a decrease of precipitation in

Southern Europe, which is opposite to the pattern
::::::
implied

:::
by the reconstructed pairimplies.

5 Discussion and conclusions

This study assesses the
:::::::::
investigates agreements and disagreements between a regional climate (high-620

resolution) simulation for Europe and
:::::::
empirical

::::::
proxy

:::::
based reconstructions for SAT, precipitation

::::
PRE and SLP from the 16th century to the 20 th

:::
20th

:
century. Our analyses complements

::::::::::
complement

the work by Gómez-Navarro et al. (2013), who compared the same simulation to observations for

the 20th century.

Results indicate biases in regional means, especially noteworthy for summer temperature and625

winter precipitation. The biases between the simulation and reconstructions are similar to those de-

scribed when comparing the model with an observational dataset
::::
data

:::
set. In part they can be

:::
are

explained by an enhanced zonal circulation in the GCM simulation that is not substantially
::::::
cannot

::::::::::
substantially

::
be

:
ameliorated by the RCM, rather than by deficiencies within the reconstructions. Al-

though reconstructions and the simulation seem to correctly reproduce most of the spatio-temporal630

variability, there is little agreement in their temporal evolution. The mismatch in the temperature,

especially in the last decades, can originate in
::::
from

:
the missing anthropogenic aerosol forcing in
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the simulation. Additionally, early instrumental time series can show warm biases caused by the

lack of modern thermometer screens (Frank et al., 2007a, b). Although we do not necessarily ex-

pect the reconstructed and simulated temperature evolution to agree in the earlier periods due to the635

potentially dominant internal variability, we also acknowledge that the lack of stratospheric dynam-

ics in both the regional and the global simulation may account for some disagreement. Specifically,

a too low top atmospheric layer in the model and no ozone chemistry reduce the ability of the

model to correctly represent the potential top-down influences of solar activity changes on the at-

mospheric circulation in the North Atlantic sector, e.g., the North Atlantic Oscillation and in turn640

European climate variability (Shindell et al., 2001; Anet et al., 2013). Finally, the simplifications

carried out to implement the volcanic forcing simply through artificial variations (reductions) of the

TSI (Gómez-Navarro et al., 2013)
:::::::::::
simplification

::
of

:::::
using

::::::
reduced

::::
TSI

:::
for

:::::::
volcanic

::::::
forcing

:
might be

an additional source of errors that contributes to reduce
:::::::
reducing

:
the agreement between the simula-

tion and reconstructions.645

Obviously, the reconstructions also suffer from uncertainties, which have to be considered in ad-

dressing the reliability of the simulation by comparing to the proxy-based data sources. A promi-

nent disagreement is the winter warming trend within the first half of the 18th century (Jones and

Briffa, 2006), which stands out in the reconstructions but lacks in the simulation. This disagreement

could be an indication of a too simplistic simulated climate, which is not able to produce extreme650

situations comparable to this event recorded in the reconstructions. Also internal variability could

dominate the temporal evolution, effectively hiding the imprint of external forcing on the regional

scale.
::
A

::::::
further

::::::
source

::
of

::::
error

:::::::::::
complicating

::::
the

::::::::::
comparison

:::::::
between

::::::
models

::::
and

:::::::::::::
reconstructions

:::::
relates

::
to

::::::::::::::
method-specific

::::::::::
non-climatic

::::::
errors.

:::::
These

::::
can

::
be

::::::
related

::
to
:::::::::

simplified
:::::::
physics

:::
and

::
a

:::
too

:::::
coarse

:::::::::
resolution

::
in

:::
the

::::::
models

:::
and

::::::::::
proxy-type

::::::
specific

:::::::::::
uncertainties

::
in

::::::::
empirical

:::::::::::::
reconstructions.

:
655

Internal variability, reconstruction uncertainty and potential shortcomings of the simulation in

representing forced climate may also explain the disagreement in the magnitude of change between

recent decades and the periods of the Maunder and Dalton minima. Again, the lack of 20th century

anthropogenic aerosol forcing is likely the most important factor.

EOF and CCA analysis unveiled the lack of dynamic consistency between reconstructions and the660

weak explanatory power of dominant canonical pairs. Although this is not surprising, it highlights

the qualitative character of reconstructions based on environmental and documentary proxies and

the large uncertainties in our estimates about past climates. This further implies that we are unlikely

about
:::::
should

:::
not

::::::
expect

:
to understand past climate changes based on one data source alone. On the

other hand, the plausibility of simulated dynamics has to be assessed through tests with proxy-based665

hypotheses.

Other assessments of consistency among independent reconstructions have been carried out in the

literature. Casty et al. (2007) employed gridded reconstructions of SAT, precipitation and Geopotential

::::::::::
geopotential

::::::
height at 500 hPa to investigate combined patterns of climate variability over Europe
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for the 1766–2000 period. A prominent difference with the data sets employed in the present anal-670

ysis is that the three reconstructions employed by Casty et al. (2007) use completely independent

indicators, entirely based on instrumental data for each variable. This reduces the length of the recon-

structions, but in turn ensures independence, which enabled the authors to evaluate the consistency

between reconstructions though
:::::::
through EOF analysis applied to the combined fields of the three

variables. The authors reported similar NAO-like behaviour as that described herein
::
in

:::
this

:::::
study for675

the observations and simulations, with the large-scale flow driving seasonal temperature and pre-

cipitation over Europe, especially in winter. They also analysed the co-variability between SAT and

precipitation. This study carefully avoids stabilising
::::::::::
establishing such link, since the data sets used

here are not fully independent (both SAT and precipitation reconstructions share some indications).

However, the CCA approach adopted here allows studying the co-variability between SLP and the680

other two variables. The weaker and physically inconsistent link we identify, especially with respect

to the Pauling et al. (2006) reconstructions
::::::::::::
reconstruction, raises concerns about the reliability of

these reconstructions.

Coordinated reconstruction efforts as, for instance, related to PAGES2k (PAGES 2k Consortium,

2013) will increase the number of available proxy records. This, in conjunction with newly developed685

reconstruction methods, is expected to provide more realistic uncertainty estimates of the spatial

fields and spatially averaged reconstructions. In addition, proxy system models (e.g. Evans et al.,

2013) will provide a better basis for proxy-model comparison as they enable a direct modelling

of the proxy under consideration within the virtual world of a climate model. This may help to

evaluate e.g. the stationarity of proxy-climate relationships and the different sources and degrees of690

uncertainty implicit in empirical reconstruction methods.

In conclusion, although regional climates are generally better represented by the RCM compared

to the driving GCM (Gómez-Navarro et al., 2013), the downscaling is not able to compensate for bi-

ases in the driving circulation. This leads to biases in the comparison with the reconstructions that are

clearly attributable to model deficiencies. However, we cannot describe simulated and reconstructed695

anomalies with respect to today’s climate as generally inconsistent, although the temporal evolu-

tion is different enough to raise concerns over the ability of the simulation to produce extremely

:::::::::::
exceptionally

:
anomalous situations as those recorded by the reconstructions

::::
SAT

:::::::::::::
reconstructions

:::::
during

:::
the

::::
first

::::::
decades

::
of

:::
the

::::
18th

::::::
century. Further, potentially dynamically inconsistent reconstructions

prevent to address
::
the

:::::::::
dynamical

::::::::::::
inconsistencies

::::
that

:::
we

::::::
identify

:::::::
between

:::
the

:::::::::::::
reconstructions

::
of

::::
SLP700

:::
and

::::
SAT

::::
and

::::
PRE

::::::
hamper

::::::::::
addressing the reliability of forced changes in the dynamics. It remains

an open question whether a lack of common forced signals is due to weak forcing effects relative to

the internal variability of the climate system, due to erroneous representation of climate dynamics in

the model or due to uncertainty in the reconstructions.
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