
We	  would	   like	   to	   thank	   the	   two	  anonymous	   reviewers	   for	   their	   detailed	   comments	   and	   the	   very	  useful	  
suggestions	  provided.	  These	  have	  certainly	  improved	  the	  quality	  of	  our	  manuscript.	  	  
	  

Below,	  we	  have	  answered	  the	  reviewers’	  points	  one	  by	  one.	  All	  the	  resulting	  changes	  can	  be	  found	  in	  the	  
attached	  revised	  version	  of	  the	  manuscript	  in	  track-‐changes	  format.	  The	  new	  corresponding	  line	  numbers	  
are	  also	  indicated	  in	  the	  answers.	  
	  

In	   the	   Supplementary	   Material,	   we	   have	   now	   included	   additional	   figures	   (to	   address	   the	   reviewers’	  
suggestions)	  and	  a	  discussion	  about	  the	  calendar-‐effect	  correction.	  Figures	  1,	  2,	  7	  and	  13	  have	  been	  slightly	  
modified,	   according	   to	   the	   reviewers’	   requests.	   In	   addition,	   units	   in	   the	   colourbar	   of	   Figures	   13c,d	  
contained	  an	  error	  and	  have,	  therefore,	  been	  modified;	  erroneous	  labels	  in	  Figures	  10d	  and	  12	  have	  also	  
been	  corrected.	  Other	  minor	  corrections	  have	  been	  included	  in	  the	  manuscript	  (see	  track-‐changes).	  	  
	  
	  

Referee	  #1	  
	  
As	  explained	  in	  the	  “Initial	  reply	  to	  reviewer’s	  comments”,	  we	  do	  not	  think	  it	  is	  appropriate	  to	  divide	  this	  
manuscript	  into	  two	  separate	  studies	  for	  the	  reasons	  given	  therein.	  Below	  we	  address	  all	  the	  other	  specific	  
comments.	  	  
	  

• Page	   2182	   Line	   5	   –	   make	   clear	   that	   this	   is	   one	   model	   (and	   state	   the	   model	   -‐	   HadCM3L)	   and	   is	   a	  
boundary	  condition	  ensemble.	  
	  

Done.	  
[lines	  4-8]	  

	  

• Line	   10	   –	  make	   clear	   that	   these	   are	  model	   results	   ‘The	  modeled	   summer	  monsoon	   is	   also…’.	   Check	  
throughout	   the	   paper	   that	   these	   sorts	   of	   statements	   all	   reflect	   that	   these	   are	   conclusions	   based	  
primarily	  on	  climate	  model	  data.	  
	  

Done.	  Both	  for	  this	  sentence	  and	  throughout	  the	  paper	  (e.g.	  lines:	  252,	  279,	  335,	  373,	  412,	  472,	  863).	  
	  

• Page	  2183-‐4	  In	  this	  bit	  of	  the	  introduction	  I	  think	  the	  problem	  could	  be	  better	  set	  up.	  The	  authors	  state	  
that	   model-‐data	  mismatch	   is	   for	   generally	   cooler	   (annual?)	   surface	   air	   temperatures	   in	   model	   than	  
proxy	  data.	  Then	   the	   text	  goes	  on	   to	  discuss	  changing	  connectivity	  and	  catchments	  around	   the	  Med,	  
including	  the	  response	  of	  sediments	  to	  orbital	  forcing,	  but	  the	  authors	  do	  not	  explicitly	  link	  this	  to	  the	  
climate	   proxy	   reconstructions	   and	   the	   model-‐data	   mismatch.	   It	   seems	   therefore	   to	   be	   missing	   a	  
link/step	  in	  setting	  up	  the	  questions	  that	  the	  paper	  deals	  with.	  I	  suggest	  here	  there	  is	  a	  need	  for	  more	  
detail,	  perhaps	  at	  a	  regional	  level,	  of	  the	  model-‐data	  mismatch	  and/or	  how	  the	  Med	  records	  reflect	  this	  
in	  terms	  of	  climate	  (in	  addition	  to	  details	  about	  surface	  hydrological	  flows).	  Again,	  I	  think	  if	  the	  paper	  
was	  separated	  into	  two	  then	  there	  would	  be	  more	  room	  to	  introduce	  these	  fully.	  
	  

This	  part	  of	  the	  introduction	  has	  now	  been	  rephrased	  and	  rearranged	  to	  better	  clarify	  the	  motivations	  
behind	   this	   study	   and	   the	   choice	   of	   this	   specific	   time	   period	   (also	   following	   similar	   suggestions	   by	  
Referee	  #2).	  	  	  
[lines	  64-‐99]	  

	  

• Page	  2186	  Line	  12	   -‐	   In	  what	  mode	   is	  TRIFFID	  being	  run	  –	  equilibrium	  or	  dynamic?	  This	  could	  make	  a	  
difference	  to	  how	  close	  regional	  systems	  are	  to	  equilibrium.	  	  
TRIFFID	   is	   being	   run	   in	   equilibrium	  mode	   to	   ensure	   that	   the	   vegetation	   is	   as	   close	   to	   equilibrium	  as	  
possible.	  This	  is	  now	  also	  specified	  in	  the	  text.	  
[lines	  142-144]	  

	  

• Page	  2188	  The	  intermediate	  and	  deep	  ocean	  not	  being	  in	  equilibrium	  could	  influence	  what	  the	  authors	  
are	  investigating	  if	  it	  has	  an	  impact	  on	  water	  mass	  circulation	  and	  therefore	  temperature	  distributions	  
in	  the	  Atlantic	  –	  and	  trajectories	  towards	  equilibrium	  may	  be	  non-‐linear	  over	  timescales	  of	  hundreds	  of	  
years.	  Best	  to	  at	  least	  test	  this	  by	  plotting	  the	  time	  series	  of	  quantities	  in	  question	  for	  these	  particular	  



simulations	  e.g.	  North	  African	  summer	  precip,	  in	  addition	  to	  comparing	  to	  what	  other	  papers	  and	  other	  
models	   have	  done.	   This	   is	   included	   to	   some	  extent	   in	   the	   supplementary	   information	   in	   terms	  of	   the	  
global	  mean	  temperature	  time	  series	  but	  I	  would	  suggest	  going	  beyond	  global	  mean	  quantities	  to	  the	  
particularly	  regions	  the	  authors	  are	  investigating.	  
	  

We	  agree	  with	  the	  reviewer’s	  remark.	  We	  have,	  therefore,	  added	  summer	  precipitation	  timeseries	  for	  
the	  North	  African	  monsoon	  area	   (averaged	  over	  the	  Southern	  region)	   in	   the	  Supplementary	  Material	  
(Figure	  S4).	  	  
	  

• Page	  2190	  Line	  1	  change	  ‘wa’	  to	  ‘was’	  
	  

Done.	  
	  

• Figure	  2	  –	  can’t	  see	  (a)	  (b)	  on	  the	  actual	  figure	  –	  only	  in	  the	  caption.	  Please	  add	  these	  to	  the	  figure	  itself.	  
	  

Done.	  
	  

• Page	  2190	  Line	  21	  -‐	  Global	  SATs	  are	  not	  plotted,	  only	  hemispheric,	  so	  it	  is	  difficult	  to	  relate	  to	  the	  text.	  
	  

Global	  SAT	  is	  now	  also	  plotted	  in	  Figure	  2,	  panel	  a	  (grey	  line).	  	  
	  

• Page	   2191	   Line	   17-‐20	   I	   find	   the	   way	   leads	   and	   lags	   are	   discussed	   with	   phase	   and	   antiphase	   a	   bit	  
awkward.	   The	   authors	  might	   rephrase,	   e.g.	   ‘In	  winter,	   SAT	   in	   the	  Northern	  Hemisphere	   is	   roughly	   in	  
phase	   with	   insolation,	   with	   SATs	   leading	   insolation	   by	   2kyr.	   Winter	   northern	   hemisphere	   SATs	   are	  
roughly	  in	  anti-‐phase	  with	  precession,	  with	  SAT	  leading	  precession	  by	  ~9kyr.’	  Also	  further	  down	  at	  line	  
22	  this	  anti-‐phase	  with	  lead	  of	  1kyr	  is	  used	  again.	  
	  

To	   avoid	   confusion,	   this	   part	   of	   the	   description	   has	   been	   modified	   and	   all	   leads	   and	   lags	   are	   now	  
discussed	  with	   respect	   to	   insolation	  only	   (also	   following	   suggestions	   from	  Referee	  #2),	  which	   should	  
make	  this	  clearer	  and	  easier	  to	  follow.	  	  
[lines	  273-‐294]	  
	  

• Page	   2192	   Lines	   11-‐21	   This	   statement	   about	   the	   model	   complexity	   ends	   by	   suggesting	   that	  
understanding	   the	   leads	   and	   lags	   is	   challenging	   and	   gives	   the	   impression	   that	   it	   might	   be	   too	  
challenging	  and	  they’re	  not	  going	  to	  address	  what	  the	  mechanisms	  might	  be.	  Perhaps	  the	  authors	  could	  
allude	  to	  later	  sections	  where	  they	  discuss	  this	  further,	  and/or	  if	  they	  were	  to	  separate	  the	  paper	  into	  
two	  there	  would	  be	  more	  room	  for	  examining	  the	  mechanisms.	  
	  

We	  now	  mention	  more	   clearly	   in	   the	   text	  where	   some	  of	   these	  mechanisms	   are	   discussed	   in	   other	  
sections,	  as	  suggested	  by	  the	  reviewer.	  	  	  	  
[lines	  309-312]	  

	  

• Lines	   23-‐25.	   Simplify	   this	   sentence.	   E.g.	   ‘The	   DJF	   SAT	   anomalies	   between	   precession	   minimum	   and	  
maximum	  (pMIN-‐pMAX)	  are	  generally	  negative	  (i.e.	  cooler;	  Fig.	  3a),	  especially	  in	  north-‐…’	  
	  

Done.	  
[lines	  316-‐317]	  
	  

• Page	  2193	  Line	  9-‐13.	  The	  authors	  suggest	  that	  the	  location	  of	  their	  warmer	  anomaly	  near	  the	  Arctic	  is	  
different	   from	   previous	   studies	   because	   of	   the	   different	   palaeogeography	   used	   and	   different	   sea	   ice	  
distribution.	   Since	   sea-‐ice	   is	   not	   plotted	   can	   the	   authors	   be	   more	   specific	   about	   the	   details	   of	   the	  
‘different’	  sea	  ice	  distribution	  or	  could	  they	  also	  plot	  the	  sea-‐ice	  distribution	  in	  the	  model.	  How	  exactly	  is	  
this	  region	  palaeogeography	  different	  and	  therefore	  how	  might	  this	  result	   in	  altered	  sea-‐ice,	  and	  why	  
might	  there	  be	  a	  difference	  in	  regional	  sensitivity	  of	  the	  sea-‐ice	  to	  orbital	  insolation?	  	  

	  

We	   have	   now	   plotted	   differences	   in	   sea	   ice	   distribution	   between	   pMIN	   and	   pMAX	   (Supplementary	  
Material,	   Figure	   S2).	   These	   show	   that	   the	   biggest	   differences	   between	   the	   late	   Miocene	   and	  
preindustrial	   control	   experiments	  are	   found	   in	   the	   subpolar	  North	  Atlantic,	  with	  more	   sea	   ice	   in	   the	  
late	  Miocene	  simulations.	  The	  figure	  also	  shows	  the	  differences	  in	  palaeogeography	  between	  the	  late	  



Miocene	   and	   the	   present	   day,	   of	   which	   the	   main	   one	   in	   these	   region	   is	   the	   presence	   of	   the	  
Barents/Kara	   Sea	   landmass	   in	   the	   late	   Miocene	   simulations.	   We	   can	   only	   speculate	   that	   these	  
difference	   in	   the	   late	  Miocene	   are	   causing	   the	   shift	   in	   the	   location	   of	   the	   anomaly	   near	   the	   Arctic	  
compared	  to	  the	  mentioned	  previous	  studies	  based	  on	  more	  recent	  time	  periods	  (Yin	  and	  Berger,	  2012;	  
Lunt	   et	   al.,	   2013;	  Otto-‐Bliesner	   et	   al.,	   2013).	   This	   appears	   to	   be	   a	   plausible	   explanation,	   but	   further	  
analysis	  and	  additional	  sensitivity	  experiments	  would	  be	  necessary	  to	  find	  a	  definitive	  answer.	  This	  is,	  
however,	  beyond	  the	  scope	  of	  this	  work.	  Nonetheless,	  we	  have	  now	  added	  a	  further	  comment	  in	  the	  
main	  text	  about	  the	  specific	  differences	  in	  palaeogeography	  and	  sea	  ice	  distribution	  between	  the	  late	  
Miocene	  and	  preindustrial.	  
[lines	  331-‐334]	  

	  

• The	   full	   precessional	   cycle	   is	   not	   really	   discussed	  with	   respect	   to	   precipitation,	   only	   SAT,	   apart	   from	  
much	  later	  with	  regard	  to	  North	  Africa	  only.	  As	  the	  paper	  stands	  I	  can	  understand	  not	  wanting	  to	  make	  
it	  too	  long,	  but	  seems	  like	  a	  missed	  opportunity.	  
	  

We	  prefer	  to	  discuss	  local	  precipitation	  as	  this	  is	  the	  focus	  of	  this	  paper.	  Global	  precipitation	  responses	  
could	  be	  the	  focus	  of	  future	  work,	  so	  the	  opportunity	  will	  not	  be	  missed.	  

	  

• Page	  2198	  Line	  12	  ‘off-‐phasing’	  -‐	  is	  this	  a	  word?	  
	  

Now	  modified	  as	  ‘moderately	  out-‐of-‐phase	  temperatures’.	  [line	  469]	  	  
	  

• Page	   2201	   Line	   26.	   The	   following	   sentence	   seems	   misplaced	   as	   it	   is	   surrounded	   by	   discussion	   of	  
obliquity:	  ‘In	  addition,	  there	  are	  other	  higher-‐amplitude	  precession	  cycles	  in	  the	  Messinian.’	  
	  

This	  sentence	  has	  now	  been	  moved.	  [lines	  567-‐568]	  	  
	  

• Page	   2203	   Lines	   17-‐19	   ‘In	   addition,	  where	   good	   agreement	   is	   obtained	   between	  model	   and	   data,	   it	  
would	  also	  be	  possible	  to	  estimate	  during	  which	  part	  of	  the	  precessional	  cycle	  the	  proxy	  reconstruction	  
has	  been	  generated’.	  This	   is	  quite	  a	  strong	  statement	  given	  the	  uncertainty	  in	  climate	  model	  dynamic	  
responses.	  It	  would	  be	  incredibly	  useful	  to	  explore	  this	  further	  with	  an	  example	  case	  study	  from	  one	  of	  
the	   data	   records.	   If	   the	   authors	   were	   to	   split	   up	   the	   paper	   they	   could	   demonstrate	   the	   potential	  
advances	  that	  could	  be	  made	  here.	  
	  

Assuming	   that	   the	   model	   realistically	   simulates	   orbital	   and	   seasonal	   variability,	   the	   proposed	  
methodology	  can	  be	  applied	  locally,	  where	  high	  resolution	  and	  more	  precisely-‐dated	  data	  is	  available	  
for	   this	   specific	   Messinian	   time	   period	   and	   is	   the	   focus	   of	   an	   ongoing	   regional	   study	   for	   the	  
Mediterranean	  Sea.	  However,	  this	  could	  not	  easily	  be	  extended	  globally,	  as	  the	  data	  may	  come	  from	  a	  
different	  late	  Miocene	  precession	  cycle.	  We	  have	  therefore	  modified	  this	  sentence	  to	  clarify	  the	  limits	  
in	  its	  application.	  	  
[lines	  615-621]	  
	  

• Figure	  7	  –	  It	  may	  be	  my	  problem	  but	  to	  me	  the	  schematic	  is	  not	  clear	  in	  what	  the	  difference	  between	  
the	   orange	   and	   black	   lines	   are.	   In	   Figure	   7e	   the	   model	   and	   orbital	   range	   have	   the	   same	   included	  
properties	  in	  the	  lists,	  but	  actually	  is	  black	  without	  orbital	  max-‐min	  and	  orange	  includes	  it?	  
	  

We	  agree	  that	  the	  schematic	  was	  not	  fully	  clear.	  There	  was	  also	  a	  mistake	  in	  the	  definitions	  in	  panel	  (e).	  
This	  has	  now	  been	  corrected	  and	  the	  definitions	  further	  clarified.	  	  	  	  

	  

• In	  the	  discussion	  around	  Figure	  7	  (and	  Figure	  8)	  there	  is	  no	  mention	  of	  model	  structural	  uncertainty	  as	  
far	  as	   I	  can	  see.	  Can	  the	  authors	  add	  this	  to	  the	  results	  and	  discussion,	   including	  what	  understanding	  
can	   be	   gained	   about	   the	   level	   of	   variation	   between	   models	   from	   PMIP.	   PMIP3	   has	   pre-‐Quaternary	  
experiments,	  and	  while	  not	  Miocene,	  there	  will	  be	  useful	  insights	  about	  regions	  and	  climate	  fields	  that	  
are	  subject	  to	  more/less	  inter-‐model	  variation.	  
	  

We	  do	  not	  think	  that	  it	  is	  appropriate	  to	  include	  structural	  or	  parametric	  uncertainties	  to	  Figure	  7	  and	  
8,	  as	  here	  we	  are	  considering	  one	  single	  instance	  of	  one	  single	  model.	  However,	  we	  have	  now	  included	  



a	   further	   comment	   in	   the	   text,	   clarifying	   that	   any	   remaining	   error	   must	   be	   due	   to	   structural	   or	  
parametric	   uncertainties	  which	   could	   be	   addressed	   through	  multi-‐model	   inter-‐comparison	   initiatives	  
such	  as	  PMIP.	  	  
	  

• Figure	   8	   –	   In	   addition	   to	   the	  model-‐data	   points,	   it	  would	   also	   aid	   discussion	   to	   somewhere	   add	   in	   a	  
figure	  from	  the	  purely	  proxy-‐data	  derived	   late	  Miocene	  minus	  present/pre-‐industrial	  temperature	  and	  
precipitation.	  
	  

This	  comparison	  is	  already	  discussed	  in	  detail	   in	  Bradshaw	  et	  al.	  (2012)	  for	  mean	  annual	  temperature	  
and	   precipitation	   with	   respect	   to	   their	   modern	   climate	   estimates	   (their	   Figures	   7	   and	   11)	   and	   it	   is	  
therefore	  not	  repeated	  in	  this	  study.	  We	  have	  however	  added	  a	  point	  of	  discussion	  on	  this	  matter	   in	  
Section	  4	  and	  referenced	  Bradshaw	  et	  al.	  (2012).	  	  
[lines	  850-‐854]	  

	  

• Page	  2205	  Lines	  6-‐18	  and	  Figure	  10c.	  Can	  the	  authors	  say	  more	  about	  the	  double	  peak	  in	  precip	  in	  the	  
northern	   region.	  What	   is	   the	   cause	  of	   this?	  As	   this	   bi-‐modal	   seasonal	   distribution	   is	   seen	   in	   the	   pre-‐
industrial	  as	  well	  to	  some	  extent,	  can	  the	  authors	  briefly	  compare	  to	  observational/reanalysis	  data	  to	  
get	  a	  sense	  of	  the	  robustness	  of	  the	  pattern	  and	  the	  sources	  of	  moisture	  for	  each	  seasonal	  peak?	  
	  

We	  have	  compared	  our	  results	  to	  present-‐day	  precipitation	  observations	  from	  the	  CMAP	  dataset	  (see	  
Figure	   1	  below).	   The	  modelled	   and	  observed	   seasonal	   precipitation	  distribution	   is	   consistent	   for	   the	  
North	   African	   monsoon	   region	   (Southern	   “box”),	   which	   gives	   us	   additional	   confidence	   in	   the	  
representation	  of	  monsoon	  dynamics	  in	  the	  model.	  However,	  the	  seasonal	  distribution	  in	  the	  Northern	  
drier	  region	  (Northern	  “box”)	  appears	  rather	  different	   in	  the	  model	  and	  is	   likely	  due	  to	  a	  model	  bias.	  
Given	   that	   in	   such	   a	   dry	   region	   precipitation	   values	   are	   below	   1	  mm/day	   and	   that	   the	   double-‐peak	  
feature	   is	   not	   consistent	   with	   present-‐day	   observations,	   we	   believe	   that	   further	   analysis	   would	   be	  
beyond	  the	  scope	  and	  relevance	  of	  this	  study.	  	  
	  
	  
	  

	  

a	  



	  
Figure	  1.	  Precipitation	  distribution	  in	  the	  (a)	  Northern	  and	  (b)	  Southern	  regions	  of	  North	  Africa	  (as	  defined	  in	  the	  
model)	  from	  the	  CMAP	  observational	  dataset.	  	  
	  

• Line	  27	  ‘as	  a	  result	  of	  stronger	  insolation	  and	  the	  negligible	  influence	  of	  monsoon	  cloud	  cover’.	  Since	  the	  
only	  difference	   in	  the	  simulations	   is	  palaeogeography	  here,	  perhaps	  this	  should	  be	  rephrased.	  Do	  you	  
mean	  lower	  levels	  of	  cloud	  cover	  produce	  stronger	  incoming	  insolation	  at	  the	  surface?	  
	  

The	   sentence	   refers	   to	   the	   absence	   of	   cloud	   cover	   due	   to	   the	   weak	   monsoon,	   which	   cools	  
temperatures	  down	  in	  the	  Southern	  region	  even	  at	  times	  of	  maximum	  insolation	  when	  the	  monsoon	  is	  
strong	   (e.g.	   during	   pMIN).	   To	   avoid	   confusion,	   we	   have	   removed	   the	   second	   part	   of	   the	   sentence,	  
which	  was	  not	  necessary.	  	  
[lines	  682]	  
	  

• Page	   2206	   section	   3.4.1	   Vegetation	   dynamics	   and	   interactions	   are	   only	   discussed	   with	   reference	   to	  
North	  Africa.	  There	  may	  be	  more	  significant	  differences	  in	  sensitivity	  to	  orbital	  forcing	  with	  CO2	  in	  other	  
regions	   where	   vegetation	   productivity	   is	   higher.	   Have	   the	   authors	   looked	   at	   the	   implications	   of	   this	  
outside	  of	  N	  Africa?	  
	  

We	   have	   now	   plotted	   these	   differences	   globally	   and	   added	   them	   to	   the	   Supplementary	   Material	  
(Figure	  S8),	  showing	  the	  differences	  in	  sensitivity	  to	  orbital	  forcing	  with	  CO2	  for	  all	  vegetation	  types	  in	  
the	   model.	   The	   absolute	   difference	   plots	   (pMIN-‐pMAX)	   at	   both	   280	   and	   400	   ppm	   have	   also	   been	  
included	   in	   the	  Supplementary	  Material	   (Figure	  S9	  and	  S10).	  A	  comment	  has	  also	  been	  added	   in	   the	  
text	  [lines	  741-744].	  	  	  
Different	   feedbacks	   in	   other	   regions	   are,	   however,	   harder	   to	   disentangle	   than	   in	   the	   North	   African	  
monsoon	  area,	  where	  vegetation	  changes	  can	  more	  directly	  be	   linked	  to	  shifts	   in	   the	  position	  of	   the	  
ITCZ.	  Analysing	  these	  processes	  in	  detail	  in	  other	  regions	  globally	  is	  beyond	  the	  scope	  of	  this	  work,	  but	  
this	   could	   be	   addressed	   in	   future	   studies.	   In	   fact,	   our	   results	   show	   that,	   for	   instance,	   it	   would	   be	  
interesting	  to	  investigate	  vegetation	  dynamics	  with	  respect	  to	  changes	  in	  CO2	  and	  orbital	  forcing	  in	  the	  
Amazon	  area,	  Indian	  monsoon	  region	  and	  more	  generally	  across	  the	  Asian	  continent,	  as	  well	  as	  North	  
America	  and	  Greenland	  (see	  Figures	  S8,	  S9,	  S10).	  

b	  



	  
• Page	  2208	  Line	  13-‐19	  The	  authors	  suggest	  that	  perhaps	  another	  mechanism	  (lack	  of	  telenconnections)	  

might	  be	  producing	  the	  underestimation	  of	  northward	  ITCZ	  movement.	  The	  authors	  should	  also	  discuss	  
the	   possibility	   that	   the	   vegetation	   model	   itself	   and	   its	   coupling	   to	   the	   atmosphere	   might	   be	   the	  
problem.	  
	  

Yes,	  we	  agree.	  This	  is	  now	  briefly	  discussed	  in	  the	  text	  and	  an	  additional	  reference	  has	  been	  included.	  	  
[lines	  763-764]	  
	  

• Page	  2209	  Line	  11	  ‘…smaller	  than	  in	  the	  northern	  region’	  change	  northern	  to	  southern	  
	  

Done.	  
	  

• Page	  2210	  Line	  3	  change	  ‘tis’	  to	  ‘this’	  
	  

Done.	  
	  

• Lines	  8-‐13.	  Could	  some	  of	  this	  variation	  also	  be	  ‘noise’	  due	  to	  interannual	  (or	  decadal)	  variability	  in	  the	  
model,	  which	  might	  be	   influencing	  the	  50-‐yr	  averages	  to	  a	  degree,	  particularly	   in	  the	  northern	  region	  
where	  precip	  is	  low	  generally?	  
	  

Variations	   could	   be	   linked	   to	   centennial/interdecadal	   variability.	   Interannual	   variability	   is	   largely	  
unresolved	   in	   the	   50-‐year	   climate	  means.	   	  We	   have	   now	   plotted	   JJAS	   precipitation	   in	   the	  Northern	  
“box”	  for	  both	  the	  late	  Miocene	  control	  and	  precession	  minimum	  experiments	  (see	  Figure	  2	  below).	  As	  
seen	  in	  the	  timeseries	  plots,	  there	  is	  a	  strong	  decadal	  component	  which	  is	  likely	  going	  to	  influence	  the	  
signal	  in	  the	  northern	  region	  of	  North	  Africa.	  A	  comment	  has	  now	  been	  added	  in	  the	  main	  text	  to	  point	  
out	  the	  possible	  impact	  of	  interdecadal	  variability	  on	  precipitation	  in	  the	  Northern	  region.	  
[lines	  784-786]	  	  
	  
	  

	  

	  

	  

late	  Miocene	  CTRL	  

model	  years	  since	  start	  of	  simulation	  

a	  



	  

	  

Figure	  2.	  Timeseries	  of	  JJAS	  precipitation	  (mm/day)	  averaged	  over	  the	  Northern	  “box”	  (land	  only)	  for	  the	  (a)	  late	  
Miocene	  control	  and	  (b)	  precession	  minimum	  experiments.	  Note	  the	  different	  scales	  in	  panels	  a	  and	  b.	  	  

	  
	  
• Line	  17	  ‘The	  evolution	  of	  global	  mean	  annual	  SATs	  is	  not	  influenced	  by	  changes	  in	  insolation’.	  The	  start	  

of	  the	  conclusion	  section	  here	  needs	  more	  detail	  and	  introduction.	  The	  ‘evolution’	  -‐	  over	  a	  precessional	  
cycle?	  –	  in	  the	  HadCM3L	  model…?	  
	  

This	  paragraph	  has	  now	  been	  expanded	  (initial	  and	  final	  part)	  and	  slightly	  rephrased.	  
[lines	  816-820]	  
	  

• Line	  21	  ‘This	  response	  is	  part’	  -‐	  change	  to	  ‘This	  response	  is	  in	  part’	  
	  

Done.	  
	  

• Page	   2212	   Line	   24	   ‘palaeoenvironmental	   syntheses	   Prescott	   et	   al.	   (2014).’	   Put	   Prescott	   et	   al	   within	  
brackets.	  
	  

Done.	  

	  
	  
	  
	  
	  
	  
	  

precession	  minimum	   b	  

model	  years	  since	  start	  of	  simulation	  



	  
Referee	  #2	  
	  
Specific	  comments:	  
	  
	  

1) Not	   enough	   discussion	   is	   given	   to	   the	   possible	   effects	   of	   obliquity.	   Over	   the	   course	   of	   the	   obliquity	  
experiments,	   obliquity	   decreases	   from	   a	   max	   of	   ~23.9	   degrees	   to	   a	   minimum	   of	   ~22.8	   degrees,	   a	  
change	  which	  should	  have	  effects	  on	  the	  climate	  system.	  While	  it	  is	  not	  clear	  how	  to	  explicitly	  separate	  
the	   effects	   of	   precession	   and	   obliquity	   in	   these	   simulations,	   additional	   discussion	   should	   be	   made	  
regarding	  the	  possible	  effects	  of	  obliquity.	  At	   the	  moment,	  obliquity	   is	  essentially	   ignored	  throughout	  
much	   of	   the	   paper,	   and	   (except	   for	   brief	   moments)	   the	   entire	   variability	   in	   the	   orbitally-‐forced	  
experiments	  is	   implicitly	  attributed	  to	  precession.	  Among	  other	  places,	  obliquity	  is	  potentially	  relevant	  
for	  the	  leads	  and	  lags	  of	  temperature	  and	  precipitation	  response	  discussed	  in	  connection	  to	  Fig.	  13.	  The	  
paper	  does	  mention	  on	  p.2202	   that	   this	  will	  be	  covered	   in	  a	   future	   study.	  However,	   since	  obliquity	   is	  
almost	  never	  mentioned	  in	  this	  paper,	  the	  reader	  gets	  the	  implication	  that	  precession	  is	  the	  only	  orbital	  
forcing	  that	  matters,	  which	  is	  an	  over-‐simplification.	  
	  

We	   agree	  with	   the	   reviewer	   and	   note	   that	   partially	   isolating	   the	   effect	   of	   obliquity	  was	   one	   of	   the	  
considerations	  influencing	  our	  experimental	  design	  (see	  Figure	  1,	  where	  simulations	  1	  and	  22	  have	  very	  
similar	   precession	   and	   eccentricity	   values	   and	   maximum	   and	   minimum	   obliquity,	   respectively).	   The	  
possible	  importance	  of	  the	  role	  of	  obliquity	  is	  now	  discussed	  in	  more	  detail	  throughout	  the	  paper,	  both	  
globally	   and	   locally	   for	   the	  North	  African	  monsoon.	  An	  additional	   figure	  has	   also	  been	  added	   to	   the	  
Supplementary	  Material	  (Figure	  S5).	  	  
	  [lines	  6,	  105-‐106,	  295-‐299,	  438-‐447,	  464-‐469,	  563-‐567,	  628-‐630,	  692-‐700,	  825-‐826]	  
	  

2) Much	  of	  Section	  3.1.2	  “Global	  climate	  response	  to	  orbital	  forcing:	  precession	  extremes”	  offers	  too	  many	  
details	  without	  enough	  synthesis.	  This	  results	   in	  a	   listing	  of	  observations	  (which	  the	  reader	  can	  see	   in	  
the	  figures	  alone)	  that	  doesn’t	  offer	  much	  insight.	  The	  authors	  are	  encouraged	  to	  decide	  what	  details	  
are	  most	  interesting/relevant	  to	  their	  argument,	  and	  leave	  the	  rest	  for	  readers	  to	  see	  in	  the	  figures	  for	  
themselves.	  Much	  of	  the	  paper	  does	  not	  suffer	  from	  this,	  but	  it	  does	  occur	  in	  places.	  
	  

A	   few	   sentences	   have	   been	   removed.	   However,	   we	   generally	   prefer	   to	   keep	   this	   more	   detailed	  
description	   of	   the	   figures	   as	   we	   think	   it	   draws	   the	   reader	   through	   the	   argument	   we	   are	   making.	  
Mechanisms	  are	  also	  discussed	  throughout	  the	  section	  (e.g.	  lines	  322-‐334,	  337-‐341).	  	  
	  

3) The	  writing	  in	  the	  paper	  is	  occasionally	  sloppy,	  with	  references	  to	  the	  wrong	  figures	  and	  a	  few	  confusing	  
sentences.	  Some	  examples	  are	  given	  in	  the	  “technical	  corrections”	  section	  below.	  
	  

This	  is	  addressed	  in	  the	  “technical	  comments”	  below.	  	  
	  
4) The	  abstract	   introduces	   the	  orbitally-‐forced	   simulations,	  but	   then	  discusses	   climate	   sensitivity	   to	  CO2	  

without	  mentioning	  the	  additional	  CO2	  sensitivity	  simulations.	  This	  was	  confusing.	  It	  would	  be	  better	  to	  
briefly	  mention	  those	  CO2	  simulations	  in	  the	  abstract,	  rather	  than	  waiting	  until	  later	  in	  the	  paper.	  
	  

The	  CO2	  sensitivity	  experiments	  are	  now	  briefly	  introduced	  in	  the	  abstract.	  	  
[line	  10]	  

	  
5) The	   introduction	   should	  mention	  why	   the	   authors	   are	   studying	   the	  Miocene,	   rather	   than	   a	   different	  

time	  period.	  
	  

Part	  of	   the	   introduction	  has	  now	  been	   slightly	   rephrased	  and	   rearranged	   (also	   following	   suggestions	  
from	  Referee	  #1),	  in	  order	  to	  better	  clarify	  the	  reasons	  for	  studying	  the	  late	  Miocene.	  	  	  	  
[lines	  94-‐99]	  	  
	  



6) The	  paper	  includes	  much	  comparison	  with	  results	  from	  Bradshaw	  et	  al.	  (2012).	  Do	  the	  authors	  account	  
the	  corrected	  data	  from	  the	  corrigendum	  of	  that	  paper?	  
	  

We	  are	  using	  the	  corrected	  version	  of	  the	  database	  in	  this	  study.	  We	  have	  now	  added	  a	  note	  in	  the	  text	  
about	  the	  corrigendum	  to	  that	  paper	  in	  order	  to	  avoid	  any	  confusion.	  	  	  
[lines	  241-243]	  
	  

7) p.2185,	  line	  23:	  “global	  circulation	  model”	  should	  be	  “general	  circulation	  model”.	  
	  

What	  we	  meant	  was	  “global	  general	  circulation	  model”.	  This	  has	  now	  been	  corrected.	  	  
	  

8) p.2187,	  line	  20-‐21:	  “relatively	  high	  amplitude	  of	  the	  precessional	  cycle	  itself”	  means	  the	  same	  thing	  as	  
“high	  eccentricity	  values”.	  The	  sentence	  is	  repetitive.	  
	  

The	  repetitive	  sentence	  has	  been	  removed.	  	  
	  

9) p.2189,	  line	  11:	  The	  paper	  says	  “we	  only	  consider	  maximum	  and	  minimum	  values”.	  This	  is	  not	  true.	  The	  
paper	  often	  considers	  seasonal	  averages	  or	  monthly	  differences	  (e.g.	  Fig.	  13),	  which	  are	  influenced	  by	  
the	  calendar	  effect.	  
	  

As	   stated	   in	   the	   text,	   that	   sentence	   only	   refers	   to	   the	   model-‐data	   comparison	   (Figure	   8)	   and	   the	  
analysis	  of	   the	  phase	  relationship	  between	  precession	  and	  surface	  air	   temperatures	   (Figure	  6)	  where	  
we	   do	   consider	   only	   maximum	   and	   minimum	   values.	   To	   clarify	   this	   further,	   we	   have	   included	   the	  
reference	  to	  the	  two	  specific	  figures	  in	  the	  text.	  	  
[lines	  212-213]	  
	  

In	  addition,	  we	  have	  now	  tested	  our	  analysis	  applying	  a	  calendar-‐effect	  correction	  to	  our	  results	  (now	  
discussed	  in	  the	  Supplementary	  Material,	  Figures	  S3	  and	  S4).	  Differences	  are	  largely	  negligible	  for	  this	  
study	   (also	   for	   Figure	  13,	   as	   shown	   in	   Figure	  3	  at	   the	  end	  of	   this	   reply)	   and	   these	  are	   therefore	  not	  
discussed	  in	  the	  main	  text.	  	  	  	  

	  
10) p.2191:	  It	  may	  be	  useful	  to	  state	  that	  changes	  in	  precession	  alone	  (ignoring	  eccentricity)	  have	  no	  effect	  

on	  global,	  annual-‐mean	  insolation.	  
	  

An	  additional	  comment	  to	  point	  out	  this	  aspect	  has	  now	  been	  added	  in	  the	  text.	  	  
[lines	  257-‐259]	  

	  
11) p.2191-‐2192:	   The	   paper	   discusses	   correlations	  with	   both	   insolation	   and	  with	   precession	   (here	   and	   in	  

other	  places),	  making	  the	  paragraphs	  here	  overly	  complex.	  Additionally,	  discussion	  of	  correlations	  and	  
anti-‐correlations	  with	  precession	  (as	  opposed	  to	  insolation)	  isn’t	  very	  useful.	  The	  timing	  of	  “maximum”	  
and	   “minimum”	   precession	   is	   somewhat	   arbitrary,	   so	   positive	   vs.	   negative	   correlations	   are	   not	  
insightful.	   Limiting	   the	   discussion	   to	   correlations	  with	   insolation	  would	   be	  more	   straightforward	   and	  
satisfying.	   (This	   may	   be	   considered	   a	   personal	   opinion.	   If	   you	   have	   reason	   to	   believe	   that	   such	  
discussion	   is	   useful,	   you	   can	   keep	   it.	   However,	   because	   of	   the	   large	   amount	   of	   numbers	   in	   these	  
paragraphs,	  this	  data	  may	  be	  better	  summarized	  in	  a	  table.)	  
	  

Now	   all	   leads	   and	   lags	   are	   discussed	   with	   respect	   to	   precession	   and	   the	   descriptions	   have	   been	  
shortened	  [lines	  273-294].	  So	  now	  we	  think	  that	  adding	  a	  table	  is	  no	  longer	  necessary.	  	  	  
	  

12) p.2203,	   lines	  17-‐19:	  The	   sentence	  which	   starts	   “In	  addition,	  where	  good	  agreement	   is...”	   is	  arguable.	  
Models	  and	  proxies	  may	  agree	  for	  the	  wrong	  reasons.	  
	  

We	   agree.	  We	  have	   changed	   the	   sentence	   to	   clarify	   that	   this	   could	   only	   be	   valid	   locally	   (e.g.	   in	   the	  
Mediterranean	  Sea)	  where	  high-‐resolution	  data	  is	  available	  for	  this	  specific	  time	  period.	  	  
[lines	  615-621]	  

	  



13) p.2210,	   line	   17	   says	   “The	   evolution	   of	   global	   mean	   annual	   SATs	   is	   not	   influenced	   by	   changes	   in	  
insolation”.	  You	  show	  in	  Fig.	  3e	  that	  this	  is	  not	  true.	  	  
	  

	  

This	   has	   now	   been	   slightly	   rephrased	   and	   the	   introduction	   to	   this	   section	   has	   also	   been	   briefly	  
expanded	  (following	  suggestions	  from	  Referee	  #1).	  	  
[lines	  818-‐820]	  

	  
14) Fig.	  1:	  Why	   is	   the	  obliquity	  scale	  given	   in	  radians	   instead	  of	  degrees.	   I	   think	  that	  most	  readers	  would	  

find	  degrees	  easier	  to	  conceptualize.	  
	  

Values	  in	  degrees	  have	  been	  added	  to	  the	  figure	  and	  also	  mentioned	  in	  the	  text	  [lines	  296-‐297].	  	  
	  

15) Fig.	  2:	  The	  differences	  in	  insolation	  scales	  for	  panel	  (a)	  versus	  the	  other	  panels	  is	  so	  large	  that	  it	  should	  
be	  explicitly	  pointed	  out	  in	  the	  caption.	  Also,	  the	  fact	  that	  panels	  show	  the	  same	  seasons	  for	  NH	  and	  SH	  
(e.g.	  DJF	  for	  NH	  and	  JJA	  for	  SH)	  rather	  than	  the	  same	  months	  (e.g.	  DJF	  for	  both)	  is	  a	  little	  confusing.	  
	  

We	  have	  now	  added	  a	  note	  in	  the	  caption	  about	  the	  different	  scales	  used	  in	  the	  different	  panels	  and	  
especially	   the	  small	   range	   in	  panel	   (a).	  The	  panels	   show	  different	  months	   in	  order	   to	  have	   the	  same	  
seasons	  grouped	  together,	  which	  are	  opposite	  in	  the	  two	  hemispheres.	  This	  is	  now	  further	  clarified	  also	  
in	  the	  caption.	  

	  
16) 	  Fig.	  4:	  Labels	  on	  panels	  a	  and	  b	  say	  “JJA”	  but	  the	  caption	  says	  “JJAS”.	  Which	  is	  it?	  

	  

It	  is	  JJA.	  This	  has	  now	  been	  corrected	  in	  the	  caption.	  
	  
17) Fig.	   8:	   Some	   of	   the	   colors	   chosen	   for	   this	   figure	  may	   be	   difficult	   for	   red/green	   colorblind	   people	   to	  

distinguish.	  You	  don’t	  need	  to	  change	  it,	  but	  I	  thought	  I	  would	  point	  it	  out.	  
	  

We	   appreciate	   the	   comment	   and	   we	   have	   taken	   extra	   care	   in	   testing	   other	   figures	   for	   colorblind	  
readers.	  However,	  in	  this	  case	  we	  would	  like	  to	  keep	  it	  consistent	  with	  the	  already	  published	  ones	  from	  
Bradshaw	  et	  al.	  (2012)	  so	  we	  have	  not	  changed	  it.	  We	  have,	  therefore,	  added	  an	  additional	  figure	  using	  
different	  colours	  in	  the	  Supplementary	  Material	  (Figure	  S6).	  
	  

18) Fig.	  13:	  The	  numbers	  on	  your	  color	  bars	  do	  not	   correspond	  with	   the	  boundaries	  between	  colors.	  This	  
makes	  it	  difficult	  to	  determine	  exact	  values	  from	  your	  figures.	  Please	  fix	  this.	  
	  

Done.	  	  
	  

19) Fig.	   S1:	   Optionally,	   you	   could	   overlay	   a	   few	  words	   on	   this	   figure	   pointing	   out	   the	  major	   geographic	  
changes	  from	  modern	  (i.e.	  the	  differences	  you	  point	  out	  in	  the	  text).	  
	  

These	  are	  now	  indicated	  in	  the	  figure.	  
	  

20) Fig.	  S3:	  Why	  is	  the	  contour	  interval	  different	  between	  positive	  and	  negative?	  
	  

The	  downward	  motion	  is	  stronger	  than	  the	  upward	  motion	  over	  the	  region	  of	  interest.	  Therefore,	  we	  
use	   different	   contour	   intervals	   in	   order	   to	   better	   represent	   the	   anomalies	   for	   both	   the	   positive	   and	  
negative	   values,	   as	   specified	   in	   the	   caption.	   A	   further	   explanation	   has,	   however,	   been	   added	   to	   the	  
caption.	  	  
	  
	  

Technical	  corrections:	  
	  
	  

1) Some	  figures	  or	  table	  references	  in	  the	  text	  specify	  the	  wrong	  number.	  
	  

This	  has	  been	  checked	  and	  corrected	  throughout	  the	  manuscript.	  	  



	  
2) The	  use	  of	  parentheses	  around	  citations	  is	  inconsistent	  and	  sometimes	  distracting.	  

	  

This	  has	  been	  checked	  and	  corrected	  throughout	  the	  manuscript.	  	  
	  
3) Some	  sentences	  have	  errors	  or	  are	  confusingly	  written.	  

(a) p.2192,line	  14:	  Is	  “result	  in”	  the	  right	  phrase	  here?	  
“result	   in”	   is	   correct,	  but	  a	  comma	  was	  misplaced.	  The	  whole	  sentence	  has	  now	  been	   rephrased	   for	  
clarity	  [line	  302]	  
	  	  
(b)	  p.2196,	  line	  15:	  “Patterns	  are	  less	  pronounced…:”	  in	  some	  regions,	  but	  not	  in	  others.	  This	  sentence	  
has	  now	  been	  rephrased	  [lines	  410-411]	  
	  

(c)	  p.2200,	  line	  12:	  “the	  the”	  	  
Corrected.	  
	  

(d)	  p.2200,	  line	  19:	  “…where	  9	  are	  8	  the	  gridcells…”	  is	  confusing.	  	  
There	  was	  a	  typo,	  now	  corrected	  to	  “…where	  9	  are	  the	  8	  gridcells	  surrounding	  the	  data…”.	  	  
	  

(e)	  p.2204,	  lines	  19-‐26:	  The	  sentence	  starting	  “In	  the	  northern	  region…”	  is	  badly	  written.	  	  
Rephrased	  [lines	  648-554]	  
	  

(f)	  p.2209,	  line	  11:	  “northern	  region”	  should	  be	  “southern	  region”.	  	  
Corrected.	  
	  

(g)	  p.2209,	  lines	  19-‐22:	  This	  sentence	  is	  confusingly	  written.	  	  
Rephrased.	  [lines	  790-‐793]	  
	  

(h)	   p.2210,	   lines12-‐13:	   the	   phrase	   “…during	   precession	   minimum,	   throughout	   their	   entire	   simulated	  
time	  slice”	  seems	  self-‐contradictory.	  	  
What	  we	  mean	   is:	   for	  all	   the	  precession	  minima	   throughout	   that	   time	  slice.	  We	  have	   rephrased	   this	  
sentence	  for	  clarity	  [lines	  809-‐812].	  	  
	  

(i)	  p.2210,	  line	  18:	  “The”	  is	  capitalized.	  	  
Corrected.	  

	  

(j)	  p.2212,	  line	  14:	  “…a	  full	  the	  precession	  cycle”	  has	  an	  extra	  “the”.	  	  
Corrected.	  
	  

(k)	  Fig.	  2	  caption:	  “througout”	  should	  be	  “throughout”.	  	  
Corrected.	  
	  

(l)	   Fig.	   6	   caption:	   “…maximum/minimum	   SAT…”	   should	   be	   …maximum/minimum	   precession	  
parameter…”	  (if	  I	  understand	  things	  correctly).	  	  
Maximum/minimum	  SAT	  is	  correct.	  As	  discussed	  in	  the	  text	  and	  in	  the	  caption,	  the	  figure	  is	  showing	  in	  
which	  one	  of	  the	  22	  simulations	  the	  maximum/minimum	  SAT	  values	  are	  reached	  for	  each	  model	  grid	  
cell.	  	  	  	  
	  

(m)	  Fig.	  10	  caption:	  “Southern	  “box””	  should	  be	  “Northern	  and	  Southern	  “boxes””.	  	  
Corrected.	  
	  

(n)	   Fig.	   12	   caption:	   Be	   consistent	   about	   whether	   you	   put	   figure	   letters	   before	   or	   after	   the	   relevant	  
descriptive	  text.	  	  
These	  are	  now	  consistent.	  
	  

(o)	  Fig.	  13	  caption,	  line	  2:	  “annual”	  should	  be	  capitalized.	  	  
Corrected.	  
	  

(p)	  Fig.	  13	  caption,	  lines	  6-‐7:	  The	  sentence	  which	  starts	  “Note	  that	  panel	  (c)	  is…”	  is	  confusingly	  written.	  
The	   units	   had	   to	   be	   changed	   in	   this	   figure	   because	   of	   a	   mistake.	   The	   caption	   has	   been	   corrected	  
accordingly	  and	  also	  slightly	  rephrased	  for	  clarity.	  	  



	  
	  

Figure	  3.	  Panels	  from	  Figure	  13	  (main	  manuscript)	  before	  (left)	  and	  after	  (right)	  the	  calendar	  correction	  was	  applied.	  



Main	  changes:	  
	  
• Changes	  in	  the	  text	  and	  captions	  are	  highlighted	  in	  the	  track-‐changes	  version	  of	  the	  revised	  manuscript.	  	  

	  

• Modified	  figures	  are:	  Figure	  1,	  Figure	  2,	  Figure	  7,	  Figure	  10,	  Figure	  12,	  Figure	  13.	  The	  others	  are	  unchanged.	  	  
	  

• New	  references	  have	  been	  added	  in	  the	  revised	  text	  and	  to	  the	  bibliography	  (bib	  file)	  and.	  
	  

• The	  Supplementary	  Material	  (pdf	  file)	  has	  been	  modified	  and	  extended.	  The	  Table	  (excel	  file)	  is	  unchanged.	  	  
	  



Manuscript prepared for Clim. Past
with version 2014/09/16 7.15 Copernicus papers of the LATEX class copernicus.cls.
Date: 19 September 2015

Orbital control on late Miocene climate and the North
African monsoon: insight from an ensemble of
sub-precessional simulations.
Alice Marzocchi1, Daniel J. Lunt1, Rachel Flecker1, Catherine D. Bradshaw2,
Alexander Farnsworth1, and Frits J. Hilgen3

1School of Geographical Sciences and Cabot Institute, University of Bristol, University Road,
Bristol, BS8 1SS, United Kingdom
2Geophysical Institute, University of Bergen and Bjerknes Centre for Climate Research, Allégaten,
5007 Bergen, Norway
3Department of Earth Sciences, Faculty of Geosciences, Utrecht University, Budapestlaan 4, 3584
CD Utrecht, The Netherlands

Correspondence to: Alice Marzocchi (alice.marzocchi@bristol.ac.uk)

Abstract. Orbital forcing is a key climate driver over multi-millennial timescales. In particular,

monsoon systems are thought to be driven by orbital cyclicity, especially by precession. Here
:
, we

analyse the impact of orbital forcing on global climate with a particular focus on the North African

monsoon, by carrying out a
::
an ensemble of 22

::::::::::::
equally-spaced

::::
(one

:::::
every

:::::
1000

:::::
years)

:
atmosphere-

ocean-vegetation simulations , equally-spaced in time and
::::
using

:::
the

:::::::::
HadCM3L

::::::
model, covering one5

full late Miocene precession cycle (~6.5
:::::::::::::::
precession-driven

::::::::
insolation

:::::
cycle

::::
with

:::::::
varying

::::::::
obliquity

:::::::
(between

::::::
6.568

:::
and

:::::
6.589

:
Ma). Orbital parameters

:::
The

::::::::::
simulations

::::
only

:::::
differ

::
in

:::::
their

:::::::::
prescribed

:::::
orbital

::::::::::
parameters,

:::::
which

:
vary realistically for the selected time slice.

:::::
period.

::::
We

::::
have

::::
also

::::::
carried

:::
out

:::
two

:::::::::::
modern-orbit

::::::
control

:::::::::::
experiments,

:::
one

::::
with

:::
late

:::::::
Miocene

::::
and

:::
one

::::
with

::::::::::
present-day

::::::::::::::
palaeogeography,

:::
and

:::
two

:::::::::
additional

:::::::::
sensitivity

::::::::::
experiments

:::
for

:::
the

::::::
orbital

::::::::
extremes

::::
with

:::::::
varying

::::
CO2:::::::

forcing.
:
Our10

results highlight the high sensitivity of the North African summer monsoon to orbital forcing, with

strongly intensified precipitation during the precession minimum, leading to a northward penetra-

tion of vegetation up to ~21◦N. The
:::::::
modelled

:
summer monsoon is also moderately sensitive to

palaeogeography changes, but has a low sensitivity to atmospheric CO2 levels
:::::::::::
concentration

:
be-

tween 280 and 400 ppm. Our ensemble of simulations allows
:::::::::
simulations

:::::
allow us to explore the cli-15

matic response to orbital forcing not only for the precession extremes, but also on sub-precessional

timescales. We demonstrate the importance of including orbital variability in model-data comparison

studies, because doing so partially reduces the mismatch between the late Miocene terrestrial proxy

record and model results. Failure to include orbital variability could also lead to significant miscorre-

lations in temperature-based proxy reconstructions for this time period, because of the asynchronic-20
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ity between maximum (minimum) surface air temperatures and minimum (maximum) precession in

several areas around the globe. This is of particular relevance for the North African regions, which

have previously been identified as optimal areas to target for late Miocene palaeodata acquisition.

1 Introduction

Late Miocene (11.61-5.33 Ma; Hilgen et al., 2005; Gradstein et al., 2004) climate is thought to25

have been globally warmer and wetter than the present-day, as indicated by the available proxy

reconstructions and modelling studies (e.g. Bradshaw et al., 2015, 2012; Pound et al., 2012; Bruch

et al., 2011; Eronen et al., 2011; Pound et al., 2011; Utescher et al., 2011; Bruch et al., 2007; Eronen

et al., 2010). It is suggested that the Antarctic Ice Sheet was already present throughout this time

period (e.g. Lewis et al., 2008; Shackleton and Kennett, 1975) while the presence of a much reduced30

Greenland Ice Sheet means that the Northern Hemisphere was nearly ice-free (Kamikuri et al., 2007;

Moran et al., 2006). This period was also characterised by significant tectonic reorganisation, such

as the gradual closure of the Panama Gateway (e.g. Duque-Caro, 1990; Keigwin, 1982) and the

major uplift of modern mountain chains (e.g. Himalayas, Molnar et al., 1993; Andes, Garzione

et al., 2000; Alps, Kuhlemann, 2007; East African Rift, Yemane et al., 1985; Rockies, Morgan and35

Swanberg, 1985
:
). There is considerable uncertainty in the reconstructed CO2 concentrations for the

late Miocene, with values ranging from about 140 to 1400 ppm, but with most of the data converging

between the preindustrial (280 ppm) and present-day (400 ppm) concentrations (see Figure 1 in

Bradshaw et al., 2012 and references therein). Recent studies suggest , however,
::::::
Several

::::::
recent

::::::
studies

::::::
suggest

:
that CO2 concentrations at this time were closer to the upper end of this range (e.g.40

Zhang et al., 2013; Bolton and Stoll, 2013; LaRiviere et al., 2012).
:::
This

::
is,

::::::::
however,

::::
still

:
a
::::::
matter

::
of

::::::
debate;

::
in

::::
fact,

:::::::::
model-data

:::::::::::
comparisons

:::::
based

::
on

:::::::::
vegetation

:::::::::::::
reconstructions

:::::
argue

:::
that

:::
the

::::::::
presence

::
of

::::::::
European

::::::::
seasonal

::::::::
temperate

::::::
forests

:::
in

:::
the

:::
late

::::::::
Miocene

:::
(as

::::::::
indicated

:::
by

:::
the

:::::
fossil

:::::::
record)

::
is

::::::::
consistent

::::
with

:::::::::::
preindustrial

::::
CO2 ::::::::::::

concentrations
::::::::::::::::::
(Forrest et al., 2015) .

The quantitative global proxy record for the late Miocene is temporally and spatially biased, but45

the additional
:::
with

:::
the

:::::::
majority

:::
of

:::
the

::::::::
terrestrial

::::
data

::::::
coming

:::::
from

::
the

:::::::::::::
Mediterranean

::::::
region.

:::::
From

:
a
:::::
global

:::::::::::
perspective,

:::
the available biome reconstructions suggest a very different vegetation distri-

bution from that of the present-day, for instance with the presence of boreal and temperate forests

at higher northern latitudes (Pound et al., 2012, 2011). A previous modelling study highlighted the

mismatch between the available proxy reconstructions and climate simulations for this period (Brad-50

shaw et al., 2012), exhibiting significantly lower surface air temperatures in the model than in the

palaeo-reconstructions. These authors carried out an extensive terrestrial model-data comparison

and demonstrated that part of the proxy-derived temperature and precipitation differences between

the late Miocene and preindustrial reference climates could be explained by changes in the palaeo-

geography (a combination of marine gateways, continental position and ice extent). In addition,55
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reconstructed surface air temperatures could only be accounted for by assuming that late Miocene

CO2 concentrations were towards the higher end of the range of estimates (400 ppm). The palaeo-

simulations by Bradshaw et al. (2012) were carried out using present-day orbital forcing, whereas

the compilation of proxy reconstructions used in their study are likely to have been generated under

a range of different stages of the orbital cycle and climate states. Here, we partially explain the ex-60

tent of the remaining model-data mismatch for the late Miocene by carrying out the same analysis

as Bradshaw et al. (2012) while taking into account not only changes in palaeogeography and CO2

concentrations, but also orbital variability on sub-precessional time scales.

The majority of terrestrial proxy reconstructions
::
As

::::
well

:::
as

::::::
holding

:::
the

:::::::
majority

:::
of

::
the

:::::::::
terrestrial

:::::
proxy

:::
data

:
for the late Mioceneoriginate from the European continent, especially around the Mediterranean65

area. This region underwent significant palaeogeographic changes during the late Miocene, driven

by the motion of the African and Eurasian plates. In particular, the tectonic evolution of the Gibraltar

Arc during the Messinian (7.25-5.33 Ma) led to reduced - and at times absent - exchange between the

Mediterranean Sea and the Atlantic Ocean (Hsu et al., 1973) , which triggered widespread changes

in Mediterranean sea-level and salinity (Krijgsman et al., 1999) . The structure of the North African70

catchment area is also thought to have been different during this time period, when the extensive

north-central catchment drained into the Eastern MediterraneanSea via the Chad-Eosahabi River

(Griffin, 2006, 2002) rather than into the Niger River as it does today. The Mediterranean
:
,
::
the

::::::::::::
Mediterranean

:::::
region

::::
also

:::::::
contains

::::::
proxy

::::
data

::::
with

:::
an

:::::::::::
exceptionally

:::::
high

::::::::
temporal

:::::::::
resolution,

:::::::::
commonly

::
at
:::

or

:::::
above

::::::::::::::::::::
precessional-resolution.

:::
The

:::::::::::::
Mediterranean’s geological record throughout the Neogene is75

characterised by regular alternations which have been interpreted as a sedimentary response to or-

bital forcing (e.g. Krijgsman et al., 2001; Sierro et al., 2001; Hilgen et al., 1999). The mechanism

is thought to be increased freshwater input as a consequence of enhanced runoff into the basin,

causing both stratification of the water column and enhanced surface productivity at times of high

summer insolation. This would lead to the deposition of organic rich sediments known as sapropels80

(Kidd et al., 1978), which are preserved by the anoxic conditions on the seafloor. Today the main

source of fresh water to the Mediterranean Sea is the Nile River, whose discharge is driven by sum-

mer monsoonal rainfall. During the late Miocene, with
:::
the

:::::::
structure

::
of

:::
the

:::::
North

:::::::
African

:::::::::
catchment

:::
area

::
is
:::::::
thought

::
to

::::
have

:::::
been

::::::::
different,

::::
with

:::
the

::::::::
extensive

:::::::::::
north-central

:::::::::
catchment

:::::::
draining

::::
into

:::
the

::::::
Eastern

::::::::::::
Mediterranean

::::
Sea

:::
via

:::
the

:::::::::::::
Chad-Eosahabi

:::::
River

:::::::::::::::::::::::
(Griffin, 2006, 2002) rather

::::
than

::::
into

:::
the85

:::::
Niger

::::
River

:::
as

:
it
::::
does

::::::
today.

::::
With

:
both the Chad and Nile catchments draining a large area of North

Africa that is influenced by the summer monsoon, the seasonal variability of this freshwater input

::
the

:::::::::
freshwater

:::::
input

:::
into

:::
the

::::::::::::
Mediterranean

:::::
basin

:
may have been greater than today. This could have

caused significant shifts in the Mediterranean Sea’s hydrologic budget at times of intensified mon-

soon.
:
In

::::::::
addition,

:::
the

::::::::::::
Mediterranean

::::::
region

:::::::::
underwent

::::::::
significant

:::::::::::::::
palaeogeographic

:::::::
changes

::::::
during90

::
the

::::
late

::::::::
Miocene,

:::::
driven

:::
by

:::
the

::::::
motion

::
of

:::
the

:::::::
African

:::
and

::::::::
Eurasian

:::::
plates.

::
In

:::::::::
particular,

:::
the

:::::::
tectonic

:::::::
evolution

:::
of

:::
the

::::::::
Gibraltar

:::
Arc

::::::
during

:::
the

:::::::::
Messinian

:::::::::
(7.25-5.33

::::
Ma)

:::
led

:::
to

:::::::
reduced

:
-
::::
and

::
at

:::::
times
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:::::
absent

:
-
::::::::
exchange

:::::::
between

:::
the

:::::::::::::
Mediterranean

:::
Sea

:::
and

:::
the

:::::::
Atlantic

::::::
Ocean

:::::::::::::::
(Hsu et al., 1973) ,

::::::
which

:::::::
triggered

::::::::::
widespread

:::::::
changes

::
in

::::::::::::
Mediterranean

::::::::
sea-level

:::
and

::::::
salinity

:::::::::::::::::::::
(Krijgsman et al., 1999) .

::::
The

:::
late

::::::::
Miocene,

:::::::::
therefore,

::::::::
represents

:::
an

:::::
ideal

::::
time

::::::
period

::
in

:::::
terms

:::
of

::::::::::
considering

::::::::::::::
sub-precessional95

::::
scale

::::::::
processes

:::
and

:::::
North

:::::::
African

::::::::
monsoon

::::::::
dynamics,

:::::
given

::::
their

::::::::::
implications

:::
for

:::
the

::::::::::::
Mediterranean

:::::::::::
environment.

:::
The

:::::
North

:::::::
African

:::::
region

::
is

::
of

::::::::
particular

::::::
interest

::
as

::
it

:::
has

:::
also

::::
been

:::::::::
previously

::::::::
identified

::
as

::
an

::::::
optimal

:::::
target

:::
for

:::
late

::::::::
Miocene

:::::::::
palaeodata

:::::::::
acquisition

:::::::::::::::::::::::::::::::::::
(Bradshaw et al., 2015; Lunt et al., 2008b) .

A correlation between changes in Earth’s orbital parameters and the North African monsoons has100

previously been suggested in several modelling studies (e.g. Bosmans et al., 2015a; Tuenter et al.,

2003; Prell and Kutzbach, 1987) and sedimentary analyses (e.g. Larrasoaña et al., 2003; Lourens

et al., 2001; Rossignol-Strick and Planchais, 1989). According to both models and observations,

the strength of the African summer monsoon is enhanced at times of minimum precession
:::::::
climatic

::::::::
precession

:::::::::
(hereafter,

:::::::
climatic

:::::::::
precession

::::
will

::
be

:::::::
referred

::
to

::::::
simply

::
as

::::::::::
precession,

:::::
which

::
is
:::::::
defined105

::
in

::
the

:::::::
caption

::
of

::::::
Figure

::
1)

:::
and

::
to

::
a

:::::
lesser

::::::
extent,

::
of

::::::::
maximum

::::::::
obliquity. This enhanced strength is a

result of the increased amplitude of the seasonal cycle of solar radiation in the Northern Hemisphere,

which increases the land-ocean temperature contrast. The variability of the African monsoon as a re-

sult of changes in orbital forcing is commonly studied using idealised numerical experiments, mainly

considering the extremes of the orbital cycle (precession/insolation maximum and minimum). In this110

study, we analyse changes in the intensity and seasonality of the North African summer monsoon

on sub-precessional time scales throughout a full late Miocene precession cycle
::::::::::::::
precession-driven

::::::::
insolation

:::::
cycle

::::
with

:::::::
varying

::::::::
obliquity

:::::::::
(hereafter,

:::
this

:::::::::
insolation

:::::
cycle

::::
will

::
be

::::::
simply

:::::::
referred

:::
to

::
as

:
a
::::

late
::::::::
Miocene

:::::::::
precession

:::::
cycle,

:::
in

:::
line

:::::
with

:::
the

:::::::::::
experimental

::::::
design

::
of

:::::::
Section

::::
2.2)

:
and ex-

plore the phasing between orbital forcing and climatic responses not only for the precession ex-115

tremes, but throughout the entire precession cycle. The North African region is of particular interest

as it has been previously identified as an optimal target for late Miocene palaeodata acquisition

(Bradshaw et al., 2015; Lunt et al., 2008b) .

2 Methods

2.1 Numerical model120

The experiments presented in this study were carried out using a global
::::::
general circulation model

(GCM), the UK Hadley Centre Coupled Model (HadCM3L, version 4.5), a coupled atmosphere-

ocean GCM with a horizontal resolution of 3.75◦ longitude by 2.5◦ latitude for both the atmosphere

and ocean components. There are 19 vertical levels in the atmosphere and 20 levels throughout the

ocean (Cox et al., 2000). The resolution of this GCM is typical for palaeoclimate studies because it125

allows the computation of long integrations, from centuries to millennia, and of numerous ensemble

members. The model has also been used in several other
:::::::::::::
pre-Quaternary palaeoclimate studies, both
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for the late Miocene (Bradshaw et al., 2015, 2012) and Eocene (Loptson et al., 2014; Lunt et al.,

2010; Tindall et al., 2010). Other late Miocene simulations have also been carried out running the

higher-resolution-ocean (1.25◦ latitude and longitude) version of the model (Ivanovic et al., 2014a,130

b, 2013). However, here we used the lower resolution, more computationally efficient, HadCM3L

because of the availability of an existing 2000-year spin-up, for consistency with the Bradshaw et al.

(2012) study, and because of the number of simulations conducted in the ensemble.

HadCM3L is coupled to the dynamic global vegetation model TRIFFID (Top-down Representa-

tion of Interactive Foliage and Flora Including Dynamics; Hughes et al., 2004; Cox, 2001), which135

can simulate five plant functional types (PFTs): broadleaf and needleleaf trees, C3 and C4 grasses,

and shrubs. Land surface processes are simulated by the MOSES-2.1 (Met Office Surface Exchange

Scheme) land surface scheme (Essery and Clark, 2003), which includes nine surface types (the five

PFTs plus those representing bare soil, water bodies
::::
lakes, ice and urban surfaces). Previous studies

highlighted the importance of including land surface processes and vegetation to simulate the warm140

conditions inferred from the late Miocene palaeorecord, especially with relatively low CO2 concen-

trations (e.g. Bradshaw et al., 2015, 2012; Knorr et al., 2011).
:::::
Here,

::::::::
TRIFFID

::
is

:::
run

::
in

::::::::::
equilibrium

:::::
mode,

:::::
which

::::
has

:
a
:::::::
~5-year

:::::::
coupling

::::::
period

:::
and

:::::::::
efficiently

::::::::
produces

::::::::::
equilibrium

:::::
states

::::
even

:::
for

:::
the

::::::
slowest

::::::::
variables

:::::::::::
(Cox, 2001) .

The late Miocene palaeogeography used in our experiments is the same as Bradshaw et al. (2012),145

which is characterised by significant reductions in the elevation of most of the world’s highest moun-

tain chains compared to modern (e.g. lower Tibetan Plateau and Andes) and by a much smaller ex-

tent of the Greenland Ice Sheet. These late Miocene orography and boundary conditions are based on

the reconstructions by Markwick (2007) and the full technique is described in Markwick (2007) and

Markwick and Valdes (2004). Other significant differences from the present-day continental configu-150

ration in our late Miocene simulations are the more southerly position of Australia, the closed Bering

Strait, the open Panama Gateway and non-restricted Indonesian Seaway, and the presence of the Bar-

ents/Kara Sea landmass (Supplementary Material, Figure 1
::
S1). A full description of the model setup

and results of preindustrial and late Miocene control experiments with both 280 and 400 ppm CO2

concentrations are provided by Bradshaw et al. (2012), including an assessment of the model’s per-155

formance with respect to modern observations (see Bradshaw et al. (2012)
:::::::::::::
Bradshaw et al. ,

:::::
2012 ;

Appendix B, Section 1.1).

2.2 Experimental design

Modelling studies exploring the impact of orbital forcing on climate and monsoon systems are tra-

ditionally performed as idealised sensitivity experiments, mainly simulating the most extreme con-160

figurations of the orbital cycle (e.g. precession maxima and minima; Bosmans et al., 2015a, 2012;

Braconnot et al., 2008; Tuenter et al., 2003; Kutzbach,1981). In contrast, our ensemble spans a full

orbital cycle, so that no assumptions about which phase of the orbit will be more (or less) extreme for
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a particular variable or region are made. This set up allows us to analyse the evolution of the global

climate system (e.g. monsoons) on sub-precessional time scales and to investigate the importance of165

orbital variability when evaluating the mismatch between proxy reconstructions and model results

for the late Miocene. We carried out 22 equally-spaced simulations (one every 1000 years) through-

out a full late Miocene precession cycle, between 6.568 and 6.589 Ma. This time slice
:::::
period

:
was

chosen because of its relatively high eccentricity values, which enhance the precession-induced cli-

matic signal , and the relatively high amplitude of the precessional cycle itself (Figure 1a). Another170

study which used realistically-varying orbital parameters to assess the impact of orbital forcing on

climate variability has recently been carried out by Prescott et al. (2014) for the mid-Pliocene Warm

Period (~3.3 to 3 million years ago). Prescott et al. (2014) used a lower temporal resolution (one

simulation every 2 or 4 kyr), but a conceptually similar experimental design. The high temporal res-

olution of our ensemble for an entire late Miocene precession cycle also allows direct comparison175

with micropalaeontological and geochemical data from the Mediterranean Sea for the same time

slice
::::::
period (e.g. Perez-Folgado et al., 2003; Sierro et al., 2001). The Mediterranean model-data

comparison on sub-precessional timescales will be explored in a future study.

The initial model integration for the core orbital ensemble is taken from Bradshaw et al. (2012).

Each one of the orbital simulations begins from the end of their 2000-year integration at 280ppm180

CO2 with a present-day orbital configuration and a late Miocene palaeogeography. The trend in the

global mean temperature for this simulation is very small; <8×10−4 ◦C per century (Bradshaw et al.,

2012). Choosing 280 ppm as the baseline rather than 400 ppm means that a comparison can be made

between the effect of varying orbital parameters and increasing CO2, to address the cold temperature

bias in late Miocene simulations with respect to proxy reconstructions (e.g. Bradshaw et al., 2015,185

2012; Knorr et al., 2011; Micheels et al., 2007; Steppuhn et al., 2006). All orbital parameters were

changed for each simulation and they were derived from the Laskar et al. (2004) orbital solution.

Each ensemble member has been run for 200 years and here we analyse the climatological means of

the last 50 years of simulation. The deep and intermediate ocean has not reached equilibrium by the

end of our simulations, but as we investigate relatively short-term atmospheric processes, this is not190

expected to influence our analysis greatly. This approach is consistent with that used by Bosmans

et al. (2015a), who ran their experiments for 100 model-years and did not find strong trends in surface

air temperatures and precipitation. In addition, the climate system was found to be in equilibrium

for the discussed atmospheric variables in the transient orbital experiments performed with an earth

system model of intermediate complexity. This ,
::::::
which also justifies the use of snap-shot simulations195

from more complex models ((Tuenter et al., 2005) )
::::::::::::::::::
(Tuenter et al., 2005) . Trends for

:::::
global

::::::
annual

surface air temperatures
:::
and

:::::::
summer

::::::::::
precipitation

::::
over

:::::
North

:::::::
Africa, after 200 years of simulation

:
,

are shown for two of the experiments in
::::
four

::
of

:::
our

:::::::::::
experiments

::
in

:::
the

:
Supplementary Material

(Figure 2
::
S2). The complete experimental design for the main orbital ensemble is shown in Figure

1b.200
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For the presentation of our results we use a modern-day calendar. This does not take into account

the changes in the length of the seasons determined by variations in the date of perihelion along a

precession cycle (Kutzbach and Gallimore, 1988; Joussaume and Braconnot, 1997). This so-called

"calendar effect" has the potential to introduce biases in the seasonal interpretation of the analysed

variables. The use of a modern-day calendar is not uncommon for this kind of climate simulations,205

but its impact has been evaluated. In their assessment of this issue, Prescott et al. (2014) found that

seasonal surface air temperatures were not influenced by the calendar effect. Chen et al. (2011) also

found only minor seasonal biases in the responses of temperature and precipitation to precessional

forcing of the main global summer monsoon systems. The use of a variable celestial calendar is

more important when carrying out seasonal comparisons between model results and the proxy record210

(Chen et al., 2011). Here, however, the calendar effect will not significantly influence the terrestrial

model-data comparison
::::::
(Figure

::
8)

:
and the analysis of the phase relationship between surface air

temperatures and precession forcing , because
::::::
(Figure

:::
6),

::
in

:::::
which

:
we only consider maximum and

minimum values of the analysed variables, regardless of the season or month in which these occur.

We therefore
::::
After

::::::
testing

:::
the

:::::
effect

:::
of

:
a
:::::::::::::
calendar-effect

:::::::::
correction

::
on

:::
our

::::::
results

::::::::::::::
(Supplementary215

:::::::
Material,

::::
see

::::::
Figures

:::
S3

::::
and

::::
S4),

:::
we

::::::
choose

:::
to use a modern-day calendar in our analysis both

because of the reduced impact on the seasonal response of monsoon systems and to facilitate com-

parison with other modelling studies (e.g. Bosmans et al., 2015a; Prescott et al., 2014; Bosmans

et al., 2012; Braconnot et al., 2008; Tuenter et al., 2005, 2003)

Two 200-year control simulations have also been run, one with a preindustrial setup (PIctrl) and220

one for the late Miocene period (LMctrl) but using present-day orbital configurations, both using

the same setup as the simulations in Bradshaw et al. (2012). In the main ensemble of 22 orbital

simulations, the Strait of Gibraltar has been kept closed in order to simulate the significantly re-

duced or missing Mediterranean-Atlantic exchange of the latest Messinian. Given the shortcomings

in the parameterisation of Mediterranean-Atlantic exchange for the HadCM3 model (Ivanovic et al.,225

2013), we decided to close the gateway as neither solution (open or close) would have been entirely

realistic. The Mediterranean-Atlantic connection was not yet fully restricted during our simulated

time slice
:::::
period, but nonetheless

:::
was

:
different compared to today’s exchange through the Strait of

Gibraltar. Due to the uncertainty in late Miocene CO2 concentrations, two additional sensitivity ex-

periments have also been run. These are equivalent to the precession extreme experiments at 280230

ppm CO2 (pMIN and pMAX) but the CO2 concentration wa
::::
was increased to 400 ppm (pMIN400

and pMAX400). The CO2 sensitivity experiments were run for 200 years and begin from a late

Miocene 1500-year integration, also run at 400 ppm CO2, which was spun-off from a 500-year late

Miocene 280ppm CO2 integration (Bradshaw et al., 2012). Running the full ensemble at both 280

and 400 CO2, or other intermediate concentrations, would have been too computationally expensive.235

For the model-data comparison we only consider the Messinian part of the dataset compiled by

Bradshaw et al. (2012), as our timeslice
::::
time

:::::
period

:
is within this time period. We have incorporated
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additional precipitation data reconstructed by Eronen et al. (2012) for the North American conti-

nent, which were not included in the original dataset. An updated version of the full dataset used

in this study for the terrestrial model-data comparison, including the additional palaeo-precipitation240

reconstructions, is provided in the Supplementary Material (Table 1).
::::
Note

:::
that

:::
the

::::::
correct

::::::::
database

::::::
queries

:::
are

::::
used

::
in
::::

this
:::::
work,

:::::::::
following

:::
the

:::::::::
correction

::::::
applied

::
in
::::::::::::::::::::

Bradshaw et al. (2014) ,
::::

but
:::
the

:::
data

::::
used

::
is
:::
the

:::::
same

::
as

::
in

::::::::::::::::::::
Bradshaw et al. (2012) .

3 Results

3.1 Mean climate state245

In this section we explore the mean climate state, both throughout the full precession cycle and in

more detail for the two precessional extremes, both with 280 and 400 ppm CO2 concentrations. It

is important to note
:::
Note

:
that the occurrence of precession minimum relatively close to the obliq-

uity maximum (as seen in Figure 1b) is likely to enhance seasonality in the Northern Hemisphere

(Tuenter et al., 2005).250

3.1.1 Surface air temperature response through a full precession cycle

The evolution of the
:::::::
modelled

:
global annual mean surface air temperature (SAT) throughout the

full precession cycle is not significantly influenced by the varying orbital parameters in either of the

two hemispheres (Figure 2a), with changes within ~0.3◦C. It also does not appear to be related to

the evolution of the annual mean incoming shortwave radiation, perpendicular to the Earth’s sur-255

face, at the top of the atmosphere (from now on referred to as insolation), which is the same in

the Northern and Southern hemispheres . Overall the
::::::
(Figure

::::
2a).

::::::::
Variations

::
in

::::::
global

:::::
mean

::::::
annual

::::::::
insolation

:::
are

::::
only

::
a
:::::
result

:::
of

::::::::::
eccentricity,

:::::
while

::::::::::
precession

:::
and

::::::::
obliquity

:::::
have

::
no

:::::::
impact

::
on

:::
it.

::
In

:::
the

::::::
model,

:::
the

:
mean global SATs is the result of a combination of the two hemispheres bal-

ancing each other out, with neither of the two clearly dominating the trend (not shown
:::::
Figure

:::
2a).260

Finally,
:::::
global

:::::
mean SATs in the Southern Hemisphere are generally higher (by ~2◦C) than in the

Northern Hemisphere in our late Miocene simulations. The present-day configuration is the oppo-

site of this, with the Northern Hemisphere on average 1.5◦C warmer than the Southern Hemisphere

(Feulner et al. (2013)
::::::::::::
Feulner et al. ,

::::::
2013 ) and references therein). This difference is caused by the

open Panama Seaway in our late Miocene simulations (Lunt et al., 2008a), leading to a weaker265

Atlantic Meridional Overturning Circulation in the late Miocene, compared with that of the present-

day. This maintains warmer temperatures in the Southern Hemisphere and colder in the Northern

Hemisphere in our palaeosimulations,
::
as
::::::::
opposed

::
to

::::::
modern

:::::::::::
temperatures.

Seasonal
:
In

:::
the

:::::::
model,

:::::::
seasonal

:
temperature variations are driven by orbital forcing and related

to changes in insolation, which in turn exhibit opposite phasing between the two hemispheres in270

every season (Figures 2b-e). In addition, in both hemispheres the seasonal cycles cancel each other
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out in pairs and therefore produce only small variations in the annual mean (as seen in Figure 2a).

In winter, SAT in the Northern Hemisphere is in phase with insolation and
::::
local

:::::::::
insolation

:
(in anti-

phase with precession,
:
)
:
but with a lead of ~1 kyr on precession and of ~2 kyr with insolation

:::
~2

:::
kyr

(Figure 2b). The same leads
::::
lead can be seen in the Southern Hemisphere, but with the difference275

that SAT is in phase with precession and in anti-phase with insolation (
::
in

:::::
phase

::::
with

::::::::::
precession;

Figure 2b). In summer, SAT in the Northern Hemisphere is in anti-phase with precession and it leads

it by ~1 kyr in the precession minimum simulation and 2 kyr in the precession maximum experiment

(Figure 2c). Northern Hemisphere SAT is in
:::::::
modelled

::::
SAT

::
is

::
in

:
phase with insolation with a lead

of ~3 kyr. The same phasing is found in the Southern Hemisphere, but with the difference that SAT280

leads precession by ~1 kyr and insolation by ~3 kyr
:
,
::::
both

::
in

:::
the

::::::::
Northern

:::
and

::::::::
Southern

::::::::::
Hemisphere

(Figure 2c). In the Southern Hemisphere
:::::
model, the difference between maximum summer temper-

atures and minimum winter temperatures
::
in

:::
the

::::::::
Southern

::::::::::
Hemisphere

:
is much lower (~7◦C) than

in the Northern Hemisphere (~20◦C), due to the more extended presence of land in the Northern

Hemisphere. A warmer winter season results in a higher annual mean temperature in the Southern285

Hemisphere than in the Northern Hemisphere (as seen in Figure 2a).

In spring, SAT in the Northern Hemisphere
:::::::
modelled

:::::
SAT is in phase with insolation

:
in
:::::

both

::::::::::
hemispheres,

:
with a lead of ~2 kyr and in anti-phase with precession with a lead of ~6 kyr (Figure

2d). In the Southern Hemisphere , SAT is in anti-phase with insolation, with a lag of ~3 kyr, and

in phase with the incoming solar radiation, with a lead
::
in

:::
the

::::::::
Northern

::::::::::
Hemisphere

:::
and

:
of ~2.5 kyr290

::
in

:::
the

:::::::
Southern

::::::::::
Hemisphere

:
(Figure 2d). In autumn, the Northern Hemisphere SAT is in phase with

insolation ,
:::
and

::
it
:
leads it by 3 to 4 kyr , and it is in anti-phase with precession with a lag of ~5 kyr

(Figure 2e). The same phasing can be observed in the Southern Hemisphere, with the difference that

SAT leads insolation by about 3 kyr and lags precession by the same amount (Figure 2e).

Idealised
::::
Note,

::::::::
however,

::::
that

::
in

::::
our

::::::::::
simulations

::::
SAT

::
is

:::
not

::::
only

::::::::::
influenced

::
by

:::::::::
precession

::::
but295

:::
also

:::
by

:::
the

:::::::
varying

::::::::
obliquity,

:::::
which

:::::::
changes

:::::
from

:
a
:::::::::

maximum
::
of

::::::
~23.9

::::::
degrees

::
to
::

a
::::::::
minimum

:::
of

:::::
~22.8

:::::::
degrees.

::
In

:::::::
contrast

::
to

::::::::::
precession,

::::::::
obliquity

:::
will

:::::
have

:::
the

:::::
same

:::::
effect

::
on

:::::
both

:::::::::::
hemispheres,

::::
with

::::::::
maximum

::::::::
obliquity

:::::::
resulting

::
in
:::::::
stronger

:::::::
summer

:::::::::
insolation

:::
and

::::::
weaker

::::::
winter

:::::::::
insolation,

::::
thus

::::::
leading

::
to

::
an

::::::::
enhanced

::::::::
seasonal

:::::::
contrast.

:::::
Using

:::::::
idealised

:
orbital transient simulations with an earth system model of intermediate complex-300

ity
:
,
:::::::::::::::::
Tuenter et al. (2005) have shown that a simple mechanism can explain how the leads and lags in

the climatic response (e.g. surface air temperatures) to insolation within a year , can result in leads

or lags in time with respect to orbital parameters(Tuenter et al., 2005) . However, the same simula-

tions performed with interactive vegetation indicated how quickly this mechanism can be extensively

modified, because of vegetation feedbacks and changes in the albedo, as induced by different sea ice305

distributions (Tuenter et al., 2005). The simulations analysed in this study are carried out using a

more complex general circulation model and using interactive vegetation. As such, understanding

the causes of leads and lags in the climate system is sometimes challenging and the simple mech-
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anism described by Tuenter et al. (2005) is no longer applicable.
::::::::
However,

:::
we

:::::::::
investigate

::
in

:::::
more

::::
detail

:::
the

:::::::::
vegetation

:::::::::
responses

::
to

:::::::
changes

::
in

::::::
orbital

::::::
forcing

:::
for

:::
the

:::::
North

:::::::
African

::::::::
monsoon

::::::
region310

:::::::
(Section

:::::
3.4.1),

:::
as

::::
well

::
as

:::
the

:::::::::::::
spatio-temporal

::::::
phasing

:::
of

::::::
surface

:::
air

::::::::::
temperatures

:::::::
globally

::::::::
(Section

::::
3.2).

3.1.2 Global climate response to orbital forcing: precession extremes

The SAT difference between the precession minimum (experiment pMIN) and the precession maximum

(experiment pMAX) in DJF exhibits generally colder (negative anomalies) temperatures during315

precession minimum (
:
In

:::
the

:::::::
model,

:::
the

::::
DJF

:::::
SAT

:::::::::
anomalies

:::::::
between

:::::::::
precession

:::::::::
minimum

::::
and

::::::::
maximum

:::::::::::::
(pMIN-pMAX)

:::
are

::::::::
generally

:::::::
negative

::::
(i.e.

::::::
cooler; Figure 3a), especially in north-central

Asia and India (except adjacent to the Tibetan Plateau), central-east North America, and most of

Australia,. Maximum cooling is found around the Sea of Japan, which is probably a model artifact

caused by the enclosed nature of the basin in the model, which intensifies the signal. Antarctica is320

characterised by widespread cooling during precession minimum, in contrast with the little change or

warmer (positive anomalies) temperatures found in the Arctic regions. In particular, the
::::
The Nordic

Seas exhibit much higher DJF temperatures during the precession minimum. Yin and Berger (2012)

interpreted the substantial winter warming of the Arctic as a response to insolation forcing, result-

ing from the "summer remnant effect". This effect has also been discussed by Lunt et al. (2013) and325

Otto-Bliesner et al. (2013), who attributed the warming to delays in sea ice formation during the win-

ter season as a result of excess solar radiation during the summer months. In this study, however, the

location of the warm anomaly is shifted further south, localised in the Nordic Seas area rather than in

the Arctic. This is possibly a consequence of using a late Miocene palaeogeography, rather than the

more recent
::::::
modern palaeogeographies applied by Lunt et al. (2013) and Otto-Bliesner et al. (2013),330

and of the different sea ice distribution in our experiments.
::
In

::::
these

:::::::
regions,

::::
the

::::
main

::::::::::
differences

::
are

:::
the

::::::::
presence

::
of

:::
the

:::::::::::
Kara/Barents

::::
Sea

:::::::
landmass

:::
in

:::
our

:::
late

::::::::
Miocene

:::::::::
simulations

::::::::::::::
(Supplementary

:::::::
Material,

::::::
Figure

:::
S1)

::::
and

:::
the

::::::
higher

:::::::::::
concentration

::
of

:::
sea

:::
ice

::
in

:::
the

::::::
Nordic

:::::
Seas

:::
and

::
in

:::
the

::::::::
subpolar

:::::
North

:::::::
Atlantic

::
in

:::::::
general,

::::::::
compared

::
to

:::
the

:::::::::::
preindustrial

:::::::::::::
(Supplementary

::::::::
Material,

:::::
Figure

::::
S5).

:

The
:::::::
modelled

:
JJA mean SAT differences exhibit globally warmer temperatures during precession335

minimum (Figure 3b), especially on land in the Northern Hemisphere, with maximum warming

(positive anomalies) over central Eurasia. The exception is the cooling (negative anomalies) that

occurs over the monsoon regions in North Africa and India, due to the intensified cloud cover as a

consequence of enhanced monsoonal precipitation (Braconnot et al., 2007). Maximum warming is

generally centred over the main land masses rather than the ocean, because of the ocean’s greater340

heat capacity and potential for latent cooling. However, the North Atlantic also shows significantly

higher SATs (up to 5.5◦C) at times of precession minimum. In the Southern Hemisphere, warming

during precession minimum is localised over the monsoon regions in South America, South Africa

and northern Australia, and in the Southern Ocean along the coast of Antarctica.
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The cold and warm month means (which at each model grid square represent the SAT for the345

coldest and warmest months, respectively) exhibit clear differences in the sign of the anomaly in each

hemisphere (Figure 3c,d). This represents the opposite effect of precession on both hemispheres. In

the Northern Hemisphere, the cold month mean (Figure 3c) mirrors DJF values (Figure 3a), with

reduced warming in the Nordic Seas. The warm month mean (Figure 3d) largely mirrors JJA values

(Figure 3b), except the intensified warming in the North Atlantic and the differences in the Northern350

Hemisphere monsoon regions, where cooling is no longer visible.

The Southern Hemisphere’s cold month mean (Figure 3c) anomalies are mainly positive during

precession minimum, especially in northern Australia and in the Southern ocean
:::::
Ocean

:
along the

Antarctic coast. Negative anomalies dominate the warm month mean (Figure 3d), with the exception

of northern-central South America and part of central-south Africa, as a result of vegetation changes355

modifying the albedo feedback. The mean annual temperature difference (Figure 3e) is characterised

by maximum warming in the Nordic Seas and part of the Arctic regions during the precession mini-

mum, whereas cooling is found in the African and Indian monsoon belts (and off the coast of South

America, around 10◦S), with the most negative values in the sensitive area around the Sea of Japan

(which could be the result of a model artifact, as previously discussed). Changes are generally small360

elsewhere (mostly within ~1.5◦C) and this lack of a clear signal is mainly due to the positive and

negative forcing during summer and winter seasons balancing each other out. The colder (negative

anomalies) mean annual temperatures over the monsoon regions are caused by the dominant JJA

cooling, and the mean annual warmer (positive anomalies) values in the Arctic and Nordic Seas are

a result of the overall warming in both seasons.365

Absolute plots of
:::::::
modelled

:
JJA precipitation at precession maximum (Figure 4a) and minimum

(Figure 4b) portray the distribution of enhanced precipitation in the equatorial regions and clearly

highlight the northward shift of the inter-tropical convergence zone (ITCZ) during precession min-

imum, which is most clearly seen over the monsoon regions. Coupled climate models are typically

affected by a split of the ITCZ over the tropical West Pacific Ocean (Johns et al., 2003) which leads370

to large disagreement between models and observations for present day simulations. This is also

clearly visible in our simulations, especially in the absolute plots of precipitation (Figure 4a,b).

Precipitation
:::::::
Modelled

:::::::::::
precipitation

:
in DJF shows small differences between the two precession

extremes at high latitudes in both hemispheres (Figure 4d). Prominent features include changes in

the North Atlantic storm tracks which take a more southerly route during precession minimum,375

leading to the widespread spatial precipitation anomaly which extends over the Mediterranean Sea

and south-west Europe (Figure 4d). The shift in the North Atlantic storm tracks leads to significant

drying (negative anomalies) along the east coast of North America and negative anomalies are also

found over central and north South America, and around the Sea of Japan. In DJF, both the North and

South Pacific storm tracks also alter significantly (Figure 4d). Other significant changes are found380

along the Equator and in the tropics, both in DJF and in JJA. Most of the significant changes in
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precipitation patterns between the two precession extremes, both in DJF and JJA, are found around

the location of the ITCZ, depicting its migration between the two hemispheres in response to changes

in orbital forcing (Figures 4c,d). In JJA the ITCZ shifts northward, towards the warmer Northern

Hemisphere as a result of the higher insolation forcing in summer. This can be clearly identified in the385

monsoon regions, especially in Africa and Asia, which experience much higher summer precipitation

(more than 3.5 mm day-1 increase) during precession minimum (Figure 4c). In JJA wetter (positive

anomalies; up to 1.5 mm day-1) conditions during precession minimum are also found north of

~50◦N in the Northern Hemisphere, as well as across the Southern Ocean and over most of Australia

in the Southern Hemisphere (Figure 4c). In contrast, significant negative anomalies (up to 3.5 mm390

day-1) dominate the North Pacific, North America and the North Atlantic between ~10 and 40◦N.

Finally, precipitation anomalies are small in Antarctica and across the Arctic regions because of the

reduced amount of precipitation over these areas.

3.1.3 Global climate sensitivity to atmospheric CO2 concentrations

In addition to the full set of 22 simulations with preindustrial CO2 concentrations (280 ppm), two395

sensitivity experiments were carried out at 400 ppm for the two precessional extremes (pMIN400 and

pMAX400), in order to explore the global and local climatic response to varying CO2 concentrations

and to assess the impact of CO2 on the model-data comparison. This was necessary because of the

uncertainty in reconstructed CO2 concentrations for the late Miocene, as discussed in Section 1.

In line with previous modeling studies (e.g. Bradshaw et al., 2012, 2014), late Miocene climate400

warms significantly as CO2 concentrations increase, especially at high latitudes, and the greatest

warming is found on land in the Northern Hemisphere (not shown). For the precession minimum

simulation the mean annual global SAT is 14.6◦C at 280 ppm while at 400 ppm it is 17◦C.
::::::::
Modelled

SATs in DJF (Figure 5a) are more sensitive to orbital changes (where the "orbital sensitivity" de-

scribed here is the difference between precession minimum and maximum) at 400 ppm CO2 (over405

5◦C) in the subpolar North Atlantic south east of Greenland, in the regions around the Sea of Japan

and in the north-west Pacific Ocean. In contrast, some areas reveal DJF SATs with increased sensitiv-

ity at 280 ppm (Figure 5a), including the regions north of India, Canada and part of North America,

central Africa and most of South America.

Patterns are less pronounced for SATs
:::
The

::::
most

::::::::
extended

:::::::::
significant

::::
SATs

:::::::::
anomalies in JJA (Fig-410

ure 5b) . For instance, these are more extensive
:::
are

:::::
found in the subpolar North Atlantic, Nordic Seas

and the Arctic Ocean, where JJA SATs
:::::::
modelled

:::::::::::
temperatures are more sensitive to orbital changes

at 400 ppm. This is also true for the North Pacific and the area around the Sea of Japan. Higher sen-

sitivity at 280 ppm for JJA SATs is found locally in the Southern Ocean, especially around the Ross

Sea, and in the Norther Hemisphere over Greenland (up to 4◦C). In both seasons, differences in and415

around the polar regions are most likely to be linked to changes in sea ice distribution. In fact, rela-

tively warm initial conditions for the late Miocene simulations lead to enhanced sea ice loss during
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precession minima, triggering a strong positive sea ice feedback mechanism as CO2 concentrations

increase (Bradshaw et al., 2015).

The
:
In

:::
the

:::::::
model,

:::
the precipitation response to increasing CO2 is a moderate increase at mid to420

high latitudes in both Hemispheres (not shown), as illustrated by Bradshaw et al. (2012). The most

significant differences in orbital sensitivity of precipitation patterns are found across the equatorial

regions, largely driven by shifts in the ITCZ, both in DJF and JJA (Figures 5c,d). This is generally

most pronounced over the ocean, but nonetheless precipitation over central Northern Asia, eastern

North America, and Western Africa is significantly more sensitive to orbital changes at 280 ppm in425

JJA. In contrast, over central Greenland, western Europe, and central North Africa JJA precipita-

tion is more sensitive at 400 ppm (Figure 5d). In DJF the most significant changes in precipitation

sensitivity over land are found in the Southern Hemisphere, especially in South America and Cen-

tral and South Africa, in both cases with some regions exhibiting higher sensitivity at 280 ppm, but

dominantly at 400 ppm (Figure 5b).430

3.2 Spatio-temporal phasing of surface air temperatures

While comparison of orbital extremes is probably adequate to investigate the links between climate

and orbital forcing, we argue that it may not capture the full variability and leads and lags between

the orbital forcing and the climatic response. Our results through a full late Miocene precession cycle

show that maximum warming and cooling are not spatially synchronous and strongly vary in time435

across different regions (Figure 6). Consequently, the warmest or coldest SATs do not necessarily

correspond to precession minima and maxima, respectively.

:::
Our

:::::::::::
experiments

::::
only

:::::::
capture

:::
the

:::
full

:::::::::
variability

:::
of

::
a

:::::
single

:::::::::
precession

::::::
cycle.

::::::::
Obliquity

:::::
(and

::::::::::
eccentricity)

:::::
values

::::
also

::::::::::
realistically

::::
vary

::
in

::
the

::::::::
ensemble

:::::::
together

::::
with

::::::::::
precession,

::
but

:::
our

::::::::::
simulations

::
are

:::
not

::::::::
designed

::
to

::::
fully

::::::
capture

:::
the

:::::::::
variability

::
of

::
an

:::::
entire

::::::::::
eccentricity

::
or

::::::::
obliquity

:::::
cycle.

::
A

:::::::
detailed440

::::::::
separation

:::
of

:::
the

:::::
effect

::
of

:::::::::
precession

::::
and

::::::::
obliquity

::::::
forcing

::
is
:::::::

beyond
:::
the

:::::
scope

:::
of

:::
this

:::::
work,

::::
but

:::
this

:::::
could

::
be

:::::::::
addressed

::
in

:
a
:::::
future

::::::
study.

:::
The

:::::
effect

::
of

::::::::
obliquity

:::
on

:::::::
seasonal

::::::::
insolation

::
is
:::::::::
especially

::::::::
significant

::
at

::::
high

::::::::
latitudes.

::::::::::
Nonetheless,

:::
an

:::::::::::::
obliquity-driven

:::::
signal

:::
has

::::
been

:::::
found

::
in

:::::
some

::::::::::
low-latitude

:::::
proxy

:::::
record

:::
for

:::
the

:::
late

:::::::
Miocene

::
in

:::
the

::::::::::::
Mediterranean

::::::
region

::::::::::::::::::::::::::
(e.g. Hilgen et al., 2000, 1995) ,

::::::
despite

::
the

:::::
small

::::::::
influence

:::
of

:::::::
obliquity

:::
on

::::::::::
low-latitude

:::::::::
insolation.

::::
The

::::::::
influence

::
of

::::::::
obliquity

::::
may

:::::::
explain445

::::
some

::
of

:::
the

:::::
leads

:::
and

::::
lags

:::::::
between

::::::::
modelled

::::
SAT

::::
and

:::::::::
precession

::::::::
discussed

::
in

:::
this

:::::::
section.

For example, there are regions showing largely synchronous warming or cooling, especially in

the Northern Hemisphere, but in other areas (even neighbouring ones and in the same hemisphere)

maxima and minima can be out of phase with the precessional maximum or minimum by as much

as 6 kyr (Figure 6a). This might be expected in the monsoon regions because of the intensified cloud450

cover reached at times of minimum precession, but it is less understandable for the other locations.

::::::::
Modelled SATs are more out of phase over the ocean than on land, which may relate to the more

direct link between solar forcing and temperature over land than over the ocean. Maximum SATs
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are consistently not synchronous (4-6 kyr out of phase) with precession minimum/maximum in

the eastern North Pacific Ocean, in the region of the Indonesian Throughflow, and in the Southern455

Ocean (Figure 6a). Given the location and latitudinal extension across the Southern Ocean, here

the lag could be associated with changes in ocean circulation and linked to the pathway of the

Antarctic Circumpolar Current. Moderate out-of-phase behaviour (2-3 kyr) is also found in northern

and southern Asia, over central North America, part of Greenland, in the Arctic regions, the Indian

Ocean, the South Atlantic and over several parts of the Pacific Ocean. In the Southern Hemisphere,460

the monsoon regions in South America, southern Africa and northern Australia are out of phase by

5 kyr or more. The

:::
The

::::::::
obliquity

:::::::::
maximum

:::::::
reached

::
in

:::::::::
experiment

::
2
::::
will

::::
tend

::
to

::::
shift

::::
SAT

:::::::
maxima

:::::
away

:::::
from

:::
the

::::::::
precession

:::::::::
minimum

:::::::
towards

:::
the

::::::::
obliquity

::::::::::
maximum,

:::::
when

:::
the

::::::
system

:::
is

:::::::
sensitive

:::
to

::::::::
obliquity

:::
and

::::::::
responds

:::::::
directly

::
to

:::::::
summer

:::::::::
insolation.

:::
In

:::
that

:::::
case,

::
a

::::::::
maximum

:::::
lead

::
of

:::::
5-kyr

::::
with

:::::::
respect465

::
to

:::::::::
precession

::::::::
(minima)

:::
can

:::
be

:::::::::
explained.

:::::
Note,

::::::::
however,

::::
that

:::::
65◦N

:::::::
summer

:::::::::
insolation

:::::
varies

:::
in

::::::::
anti-phase

::::
with

:::::::::
precession

::::
(see

:::::
Figure

:::
1)

:::
and

::
is

:::
not

:::::
shifted

::
in
:::
the

::::::::
direction

::
of

:::
the

::::::::
obliquity

::::::::
extremes.

:::
The

:
different response in the two hemispheres, with stronger off-phase

::::::::::
out-of-phase behaviour in

the Southern Hemisphere, might
::::
also be partially explained by the use of a modern calendar in these

simulations (Chen et al., 2011).470

Minimum
:::::::
modelled

:
SATs (Figure 6b) are mostly not synchronous (4-6 kyr out of phase) with

precession minimum/maximum in the North Atlantic Ocean and Nordic Seas, as well as part of the

South Atlantic. Strong out-of-phase behaviour is also found over Greenland, northern and central

Asia, South America, south of Africa and at several locations in the equatorial regions and in the

North Pacific. More moderate off-phasing
::::::::::
Moderately

::::::::::
out-of-phase

:
(2-3 kyr) extends

:::::::::::
temperatures475

:::::
extend

:
over North America, north and central Asia, part of the Arctic and in several locations over

the ocean both in the Northern and Southern hemispheres. Because of their location, we suggest that

the patterns observed across the North Atlantic and North Pacific, with areas out of phase by up to

4 kyr, are associated with the winter storm tracks. Overall, minimum temperatures exhibit an even

more complicated mosaic of patterns than the maximum ones. The response of the climate system at480

high latitudes is more complex due to vegetation, snow, and sea-ice albedo feedbacks (Tuenter et al.,

2005). This could therefore exacerbate leads and lags with the orbital forcing in these regions.

These results further demonstrate the importance of considering orbital variability in order to

capture the entire magnitude of the warming/cooling (or wettest/driest periods), especially locally

and when considering model-data comparisons. Prescott et al. (2014) also found significant out-of-485

phase responses when investigating peak warming around two Pliocene interglacials. These authors

argued that proxy-based reconstruction of temperature time series that rely on cold/warm peaks-

alignment and averaging (e.g. Dowsett and Poore, 1991; Dowsett et al., 2012) could potentially result

in significant temporal miscorrelations. This is confirmed by our results from a single late Miocene

precession cycle. The bias is relevant for all pre-Quaternary model-data comparison studies, which490
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require a methodology incorporating the effect of orbital variability on climate (Prescott et al., 2014).

The more traditional time-average approach must be avoided in order to compare model results with

proxy reconstructions robustly (Prescott et al., 2014; Dowsett et al., 2013; Haywood et al., 2013;

Salzmann et al., 2013).

3.3 Global terrestrial model-data comparison495

Bradshaw et al. (2012) carried out a quantitative terrestrial model-data comparison using a late

Miocene dataset, which incorporated a conservative estimate of uncertainties associated with both

the model output and the data reconstructions. As well as calibration uncertainties in the proxies,

model bias and interannual variability, their methodology also considered the potential impacts of

poor temporal constraint on determination of the data palaeolocation (see Bradshaw et al. (2012)
:::::::::::::
Bradshaw et al. ,500

:::::
2012 )

:
for full details of the model-data comparison methodology). The available late Miocene ter-

restrial proxy record is biased by a sparse and patchy distribution, and low temporal resolution.

Despite these large uncertainties, Bradshaw et al. (2012) found significant discrepancies between

the climate model output and the available late Miocene terrestrial proxy record.

These authors applied a modern-day orbital configuration to their simulations. Here, as described505

in Section 2, we use the same numerical model and initial set up, but we take into account the

full range of variability through the analysed late Miocene precession cycle when undertaking the

model-data comparison. This is achieved by selecting the maximum and minimum value through the

orbital cycle from the 22 simulations, for every analysed variable in each gridcell. Our definitions

and estimates of model-data agreement or mismatch (Figure 7) and the uncertainties in the model510

and data are the same as those described by Bradshaw et al. (2012), but with an extension to the

envelope of model uncertainty to include orbital changes.

The methodology developed by Bradshaw et al. (2012) includes a bias correction which corrects

for the offset between the model’s simulated preindustrial climate and preindustrial observations.

This assumes that even if simulated temperatures and precipitation are not necessarily accurate in an515

absolute sense, there is a robust relationship between the late Miocene climate and that of the present-

day (Bradshaw et al., 2012). For the model, the uncertainty associated with the natural interannual

variability within the simulation is also included. For each value this is calculated as one standard

deviation of the interannual variability of the last 50 years of the model simulation. In addition,

given that the observational datasets are characterised by a higher spatial resolution than the model,520

in the model-data comparison all the model gridcells adjacent to the ones containing the proxy data

are considered, where the minimum and maximum value from all of the 8 adjacent cells, rather

than only the value on the specific gridcell, are used (9 gridcells in total). This is a way to account

for the poorly constrained age control on the data, plate rotation uncertainties, and the location of

the climate signal recorded by the proxy record (Bradshaw et al., 2012). Finally, the the calibration525

error for each proxy type is also included and calculated based on modern proxies.
:::
Any

:::::::::
remaining

15



::::::::
remaining

:::::
error

::::
must

:::
be

:::
due

:::
to

:::::
model

:::::::::
structural

::
or

:::::::::
parametric

:::::::::::
uncertainties

::::::
which

:::::
could

::::
only

:::
be

::::::::
addressed

:::::::
through

::::::::::
multi-model

::::::::::::::
inter-comparison

:::::::
studies.

Overlap or mismatch (Figure 7) depends on whether the range between the maximum possible

model value (Mmax) and minimum possible model value (Mmin) overlaps with the range between the530

maximum and minimum data values (Dmax, Dmin). In our case, for each variable and in each gridcell,

Mmax is the maximum value out of 198 (22 × 9; where 9 are 8 the
::
the

::
8 gridcells surrounding the

data location plus the gridcell itself, and 22 is the number of orbital simulations) gridcells, plus one

standard deviation of the interannual variability. And similarly for Mmin. Finally, the bias correction

is applied.535

In this way we are able to capture the entire range of variability simulated by the model through-

out the full precession cycle for each variable, allowing us to check whether the proxy reconstruc-

tions would overlap with model results at any point during the precessional cycle. We can therefore

test whether part of the mismatch obtained by Bradshaw et al. (2012) may be explained by orbital

variability. Our model results are compared to mean annual SATs and precipitation, and warm and540

cold month SATs from the Messinian, reconstructed from proxy data. The dataset used is the same

compilation of terrestrial proxy reconstructions as Bradshaw et al. (2012), but with the addition of

palaeo-precipitation data for North America by Eronen et al. (2012) (Supplementary Material, Table

1).

The comparison of our results at 280 ppm CO2 including orbital variability with those of Bradshaw545

et al. (2012) demonstrates an overall reduction of the model-data mismatch almost everywhere, both

for the mean annual temperature and precipitation records (Figure 8.I A,B). The only exception

is a single data-point in the South American continent, showing slight deterioration (see Figure 7d,

depicting the mismatch because of the added orbital variability). We find 766 overlaps (Table 2) from

a total of 1193 datapoints between our orbital ensemble and the Messinian terrestrial proxy data,550

as opposed to the 610 overlaps found in the Bradshaw et al. (2012) simulation for the Messinian

part of the dataset. The cold month temperature and annual precipitation over the Asian, African

and North American continents are well matched between our simulations and the data. However,

over most of the European continent the proxy record is still warmer and wetter than the climate

reproduced by our simulations, both in the warm month and the annual means (Figure 8.II A,B,C).555

The Mediterranean region, where there is the greatest density of observations, gives both the highest

match and mismatch between the model and the data. Even when considering the wider envelope

of model variability, the simulations still largely fail to capture the magnitude of warming found

in the Messinian data, exhibiting mostly colder temperatures (both annual and warm month mean)

especially in the Mediterranean region (Figure 8.II A,C), but with a good match (187 overlaps out560

of 238 datapoints) for the cold month mean (Figure 8.II D).

It
::
As

:::::::::
previously

:::::::::
discussed,

::
it
:

is important to note that our experiments only capture the full

variability of a single
::::::::
remember

::::
that

:
in
::::
our

::::::
realistic

:::
late

::::::::
Miocene

:::::::::
simulations

:::
we

:::
are

::::
only

::::::::::
considering
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:::
one

::::::
specific

:
precession cycle. Obliquity (and eccentricity) values also realistically vary in the ensemble

together with precession, but our simulations are not designed to fully capture the variability of an565

entire eccentricity or obliquitycycle
:::
We,

::::::::
therefore,

::::::
cannot

::::::
capture

:::
the

:::
full

:::::::::
variability

::
of

::::::::
obliquity. In

addition, there are other higher-amplitude precession cycles in the Messinian . The effect of obliquity

on seasonal insolation is significant at high latitudes. Nonetheless, an obliquity-driven signal has

been found in some low-latitude proxy record for the late Miocene in the Mediterranean region

(e.g. Hilgen et al., 2000, 1995) , despite the small influence of obliquity on low-latitude insolation.570

Separating the effect of precession and obliquity forcing is beyond the scope of this work, but

this will be addressed in a future study.
::::::
(higher

::::::::::
eccentricity

::::::
values),

::::::
which

::::::
means

:::
that

:::
we

:::
are

::::
not

:::
able

:::
to

::::
fully

:::::::
capture

:::
the

:::::::::
maximum

::::::::
amplitude

:::
of

::::::::::
precessional

:::::::::
variations

:::::
either.

::::::::
Running

::::::::
idealised

:::::::::
simulations

::::::::
including

:::
the

::::
full

:::::
orbital

:::::::::
variability

:::::::::
throughout

:::
the

::::
late

:::::::
Miocene

::::::
period

:::::
(using

::::::::
absolute

::::::::
maximum

::::
and

::::::::
minimum

::::::
values

:::
for

::
all

::::::
orbital

::::::::::
parameters)

::::
may

:::::
result

::
in

:::
an

::::
even

:::::
better

::::::
match

::::
with575

::
the

::::::
proxy

::::::
record.

Bradshaw et al. (2012) also investigated the impact of using different CO2 concentrations when

modelling the late Miocene climate and obtained a better match with the proxy record using 400

ppm (719 overlaps for the Messinian part of the dataset) rather than preindustrial values of 280

ppm (610 overlaps). We have therefore carried out an additional model-data comparison, taking580

into account the variability between the two precession extreme experiments at 400 ppm for each

analysed variable (Figures 8.III,IV). Our simulations with higher CO2 concentrations and including

orbital variability also exhibit a significantly better match with the Messinian observational record

(Figure 8.IV) than the orbital ensemble carried out at 280 ppm, both for mean annual temperature

(MAT) and warm month mean temperature (WMT). This is indicated by the presence of 172 overlaps585

for the MAT (Table 2) and 183 overlaps for the WMT, compared to the 86 MAT and 121 WMT

overlaps obtained in the 280 ppm ensemble (Figure 8.III A,C). WMTs in the model at 400 ppm

show a good agreement with the proxy data (Figure 8.IV C) which is much improved than the match

achieved in the 280 ppm simulations, except for the North-East Asian region. All Messinian WMT

reconstructions overlap with the model results in the Mediterranean region (Figure 8.IVC) and there590

is an almost complete overlap in this region also for the CMT. Modelled MATs (Figure 7.
::
8.IV A)

exhibit both some warmer and colder data points compared to the Messinian observational record,

despite generally good agreement over the European continent. There are no major differences in

the comparison between cold month temperature (CMT) and mean annual precipitation (MAP) at

280 and 400 ppm CO2 concentrations. However, a slight deterioration is found in the CMT (Figure595

8.IV B) and in the MAT (Figure 8.IV D). This is indicated by the presence of 185 overlaps for the

CMT (Table 2) and 370 overlaps for the MAP at 400 ppm, compared to the 187 CMT and 372 MAP

overlaps obtained in the 280 ppm ensemble (Figure 8.III B,D). Bradshaw et al. (2015) also discussed

the reasons for model-data comparison deterioration with higher CO2 concentrations in certain areas

and found that the best fit for mean annual precipitation occurred at 180 ppm CO2, despite the best600
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match for SATs resulting at 400 ppm. The reasons for these discrepancies are still not clear and our

results show that these cannot be reconciled by including orbital variability.

As the warmest or coldest temperatures do not necessarily correspond to precession minimum and

maximum, the 400 ppm precessional extremes sensitivity experiments do not necessarily capture the

full variability of the precession cycle (refer to Figure 5
:
6). At 280 ppm CO2, the model-data com-605

parison output for the true minimum and maximum resulting from the full ensemble of simulations

covering the whole precession cycle are almost identical to the model-data comparison results for

just the precession minimum and maximum. In fact, there is a difference of only 5 overlaps (Table

2), because the differences in the simulations are smaller than the uncertainties in the proxy recon-

structions. However, this may not be the case for regions where well-constrained data is available,610

such as the Mediterranean Sea.

To summarise, our results imply that accounting for orbital variability, when combined with higher

CO2 concentrations, reduces model-data mismatch by more than 25% as compared to previous ex-

periments for the late Miocene using a modern orbital configuration (Bradshaw et al., 2012). In

addition,
:::::
regions

:
where good agreement is obtained between model and data

:::
and

:::::
where

:::
in

:::::::
addition615

::::::::::::
high-resolution

::::
and

:::::
more

:::::::::::::
precisely-dated

:::::
proxy

:::::::
records

:::
are

::::::::
available

:::
for

::::
our

:::::::
specific

:::::::::
Messinian

:::::::
modelled

:::::
time

:::::
period, it would also be possible to estimate during which part of the precessional

cycle the proxy reconstruction has been generated .
::::::::
(assuming

:::
that

:::
the

::::::
model

::::::::::
realistically

::::::::
simulates

:::::
orbital

:::
and

::::::::
seasonal

:::::::::
variability).

:::
For

::::::::
instance,

:::
this

:::
can

:::
be

::::::
applied

::
to

::::::::
Messinian

:::::::::::::::::::
micropalaeontological

:::
data

:::::
from

:::
the

::::::::::::
Mediterranean

:::
Sea

::::
that

:::
has

::::
been

:::::::
sampled

:::
on

::::::::::::::
sub-precessional

::::
time

:::::
scales.

:
620

3.4 African summer monsoon variability between precession extremes

The majority of the late Miocene terrestrial proxy data is concentrated around the margins of the

Mediterranean Sea. River discharge into the Mediterranean today is dominated by the River Nile. In

the late Miocene another north African river which is now dry, the Eosahabi, may also have drained

from Lake Chad into the Eastern Mediterranean (Griffin, 2006, 2002). Changes in the discharge of625

these rivers is driven by the summer North African monsoon, which is in turn influenced by orbital

precession (e.g. Rossignol-Strick and Planchais, 1989; Lourens et al., 1996; Larrasoaña et al., 2003)
:::::::::
precession

::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
(e.g. Rossignol-Strick and Planchais, 1989; Lourens et al., 1996; Larrasoaña et al., 2003) and

::
to
::
a

:::::
lesser

:::::
extent,

:::
by

::::::::
obliquity

:::::::::::::::::::::::::
(Bosmans et al., 2012, 2015a) . We therefore analyse the dynamics of the North

African monsoon and its seasonal precipitation and SAT changes throughout our full simulated pre-630

cession cycle. Here, we consider the North African monsoon system as the combination of both the

present-day West African and Central African monsoon dynamics, predominantly controlled by the

overriding north-south large-scale Hadley circulation.

Our model results highlight the prominent effect that different orbital configurations have on the

African summer monsoon. For instance, the minimum precession simulation exhibits significantly635

higher SATs over Europe (and generally the Northern Hemisphere, as shown in Figure 3b), but
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lower values over part of North Africa, ~10−20◦N (Figure 9a), as a result of increased cloud cover

caused by major changes in precipitation patterns over this area (Figure 9b). The northward shift

of the ITCZ is clearly visible in the absolute changes in precipitation between the two precession

extremes (Figures 9c,d). During precession minimum, precipitation >10 mm day-1 reaches as far640

north as ~18◦N and intensifies over land (Figure 9d). By contrast, during precession maximum

higher precipitation (positive anomalies) occurs over the Atlantic and only reaches ~10◦N (Figure

9c).

As well as this land-sea contrast, the northernmost part of the North African continent exhibits

very different patterns from the more southerly area. These two regions (as defined in Figure 9a and645

b) are therefore analysed separately.

In the northern region (land-only component of the Northern "box" in Figure 9a), SATs in different

simulations exhibit
:::::::
modelled

:::::
SATs

:::::
show

:
a very similar seasonal distribution and one a

::::::
single sea-

sonal peak around the month of July in both the
::
all

:::
the

::::::::::
simulations

::::::::
presented

:::
in

:::::
Figure

::::
10a:

:::::
both

::::::
extreme

:::::::::
precession

:::::::::::
experiments

::::
with

:
280 ppm CO2extreme precession experiments, the minimum650

precession at 400 ppm and the ,
::
in

:::
the

:
two control runs (late Miocene and preindustrial palaeogeog-

raphy with present day orbital forcing)and the precession minimum run at ,
::::
and

::
in

:::
the

:::::::::
minimum

::::::::
precession

::::::::::
simulation

::::
with

:
400 ppm(Figure 10a). Considerably higher temperatures are reached

during precession minimum (over 35◦C at 280 ppm and close to 40◦C at 400 ppm) while the lowest

summer temperatures (<30◦C) occur in the precession maximum simulation
::::::
(Figure

::::
10a). Precipi-655

tation exhibits a bi-modal distribution, which is most pronounced in the precession minimum simu-

lation, when even in the drier parts of North Africa precipitation reaches 0.8-1 mm day-1 in August

(Figure 10b). Precipitation generally peaks around the months of June and September, but during

precession minimum this second and most pronounced peak occurs about one month earlier in the

season (August) and later (October) in the late Miocene control. The winter months are characterised660

by extremely dry conditions in all simulations, with precipitation consistently below 0.10 mm day-1

(Figure 10b).

::::::::
Modelled SATs in the southern region (land-only component of the Southern "box", as defined

in Figure 9a, where latitudes and longitudes are defined as in Thorncroft and Lamb (2005) for the

present-day West African monsoon) of North Africa show a weak bi-modal distribution with peaks665

in April-May and September-October and this second peak is most pronounced in both precession

minimum simulations (Figure 10c). These summer temperatures of ~28◦C are considerably lower

than those in the northern region and are caused by the increased cloud cover during the monsoon

season, with little variation in the seasonal distribution between the different simulations (Figure

10d). However, considerably higher precipitation values are reached in the precession minimum670

experiments (over 8 mm day-1) irrespective of which CO2 concentrations are used (Fig. 10d). This

may reflect a non-linear relationship between North African monsoon precipitation to CO2 increase

similar to that demonstrated in present day simulations (Cherchi et al., 2011).
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The only difference between the two control experiments (LMctrl and PIctrl) is the palaeogeogra-

phy, and this results in significantly different precipitation values. For instance, in the late Miocene675

control experiment, precipitation rates are up to ~2 mm day-1 lower in southern North Africa than

they are in the preindustrial control run (Figure 10d). There are also smaller differences (<0.3 mm

day-1) in the northern region (Figure 10b). Across the whole of North Africa, the preindustrial con-

trol experiment is on average warmer than the late Miocene control. This is most pronounced in

the northern regionwhere, ,
::::::
where SATs are up to ~2◦C greater (Figures

::::::
Figure 10a,c), as a result680

of stronger insolation and the negligible influence of monsoon cloud cover
::::
local

:::::::
summer

::::::::
insolation.

Analysis of the different simulations demonstrates that in the northern region the biggest influence

on temperature range is orbital variability (~7◦C; Figure 9a
:::
10a), while CO2 results in ~3◦C temper-

ature difference and palaeogeography ~1◦C. The striking differences in precipitation in the Southern

:::::::
southern

:
region are again most strongly influenced by orbital variability which contributes up to685

~2.5mm day-1 to the August peak (Figure 10d). The June-July-August-September average of SAT

and precipitation for each of the experiments summarised in Figure 10 can also be found in Table 1.

This highlights the extended length of the monsoon season during precession minimum at 400 ppm

CO2, resulting in increased
:::::::
modelled

:
precipitation in the month of September (but no change with

respect to the 280 ppm simulation in the month of August) and therefore for the entire period.690

::::
Note

::::
that,

::
to

::
a
:::::
lesser

::::::
extent,

::::::::
obliquity

::::::
forcing

::::
also

:::
has

:::
an

::::::
impact

::
on

::::
the

:::::
North

:::::::
African

:::::::
summer

:::::::
monsoon

::::::::::::::::::::::::::
(e.g. Bosmans et al., 2015a, b) .

::::::
Given

:::
our

:::::::::::
experimental

::::::
design,

::
it
::
is

:::::::
possible

::
to

::::::::
compare

::::::::::
experiments

:
1
:::
and

:::
22,

::::::
where

:::::::
obliquity

::
is
:
a
:::::::::
maximum

:::
and

:::::::::
minimum,

::::::::::
respectively,

::::
and

:::::::::
precession

:::
has

::::
very

:::::
similar

::::::
values

::
in

::::
both

:::::::::
simulations

::::
(see

::::::
Figure

::
1).

::::
The

:::::::
seasonal

:::::::::
distribution

::
of

:::::::::::
precipitation

::
in

:::
the

:::::
North

::::::
African

::::::::
monsoon

::::::
region

::::::::
(Southern

::::::
"box")

::
is,

::::::::
however,

::::
very

::::::
similar

:::::::
between

:::
the

::::
two

:::::::
extreme695

:::::::
obliquity

::::::::::
simulations

:::
and

:::
so

:::
are

::
the

:::::
mean

::::::
annual

::::::
values,

::::
only

::::::::
showing

::::::::
significant

::::::::::
differences

::
in

:::
the

::::::
summer

:::::::
months

::::::
(below

:::
~1

::::
mm

:::::
day-1;

:::::::::::::
Supplementary

::::::::
Material,

::::::
Figure

::::
S7).

::::
This

::::::
results

:::
in

:::::
much

::::::
smaller

:::::::::
hydrologic

:::::::
changes

::::::::
compared

::
to
:::
the

:::::::
extreme

:::::::::
precession

:::::::::
simulation

:::
and

:::::
these

:::
are,

:::::::::
therefore,

:::
not

::::::::
discussed

::
in

::::
more

:::::
detail

::
in
::::
this

:::::
study.

The
:
In
::::

the
::::::
model,

:::
the

:
variability in the African summer monsoon between the two precession700

extremes can largely be explained by changes to the regional circulation; for instance, in the strength

of the African Westerly Jet, which transports moisture into North Africa during precession minima.

Because of a greater land-sea temperature differential, low level winds are stronger (>10 m/s) in

the precession minimum simulation (Figure 11a) and weaker (<4 m s-1) during precession maxima

(Figure 11b), relative to the modern orbit late Miocene control experiment (Figure 11c). The im-705

portance of perturbations to the large-scale atmospheric circulation is also shown by the differences

in the strength of the Hadley circulation between these three simulations (Supplementary Material,

Figure 3
:::
S11). During precession minimum, the ascending branch is much stronger than in the late

Miocene control run and it shows a northward propagation of ~4◦. During precession maximum,
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the ascending branch is significantly weaker than in the control and located ~3◦ further south. This710

clearly indicates the shifts in the position of the ITCZ during these three simulations.

3.4.1 Impact on vegetation

In our experiments, the substantially increased precipitation at times of precession minumum (Figure

10b and
::::::
Figures

:::
9b,d) results in a greening of the areas south of the Sahel region (Figure 12). During

the precession minimum C4 grasses shift to the north (Figure 12a), colonising areas around 15-20◦N,715

which are instead covered by the desert fraction (bare soil) during the precession maximum (Figure

11b
:::
12b). Further south, between ~5 and 15◦N, bare soil is also partially substituted by broadleaf trees

in the precession minimum simulation (Figure 12b,c). A similar amplified precession signal in the

monsoon and an extended seasonality within a year when interactive vegetation is included has also

found in both transient (Tuenter et al., 2005) and time-slice simulations (e.g. Doherty et al., 2000;720

Brostrom et al., 1998). A greening around the Sahel region during this time period is also consistent

with geochemical and mineralogical studies (Colin et al., 2014) and a northward displacement of the

tree line during precession minima has also been observed in an idealised modelling study (Tuenter

et al., 2005). The permanent presence of an extensive desert area in North Africa throughout the

entire precession cycle also appears realistic, since both observational Schuster et al. (2006) and725

modelling studies (Zhang et al., 2014) suggest that the formation of the Sahara Desert may have

been initiated as early as the late Miocene. Vegetation reconstructions for the Late Miocene are also

consistent with this hypothesis, indicating the presence of arid conditions starting at around 7 Ma

Pound et al. (2012).

We have also investigated the sensitivity of changes in vegetation distribution to varying CO2730

concentrations. However, since the precipitation simulated by precession minima experiments with

both 280 and 400 ppm CO2 are nearly identical over southern North Africa, where the significant

vegetation changes are found at 280 ppm (Figure 12a-c), the small difference in vegetation across

this area is unsurprising (Figures 12d-f). No major changes are found over North Africa between the

two experiments in the expansion of the tree fraction (Figure 12f) and the differences further south735

are unrelated to the North African summer monsoon. Patchy differences in C4 grasses distribution

increase with CO2 in the central part of North Africa, where they cover areas that are desert at

280 ppm. C4 grasses decrease to the western side, where they are substituted by the desert fraction

(Figures 12d,e). The less predictable distribution of these changes is also perhaps not unexpected,

since CO2 and vegetation feedbacks do not necessary combine linearly (Bradshaw et al., 2012).740

::::
More

:::::::::
significant

::::::::::
differences

::
in
:::::::::

sensitivity
:::::

may
::
be

::::::
found

::
in

:::::::
regions

::::::
outside

::::::
North

::::::
Africa,

::::::
where

::::::::
vegetation

:::::::::::
productivity

::
is

::::::
higher

:::::::::::::
(Supplementary

::::::::
Material,

:::::::
Figures

::::
S8,

:::
S9,

:::::
S10).

:::::::::
Exploring

::::
this

:::::
further

:::
is,

:::::::
however,

:::::::
beyond

:::
the

:::::
scope

::
of

:::
this

:::::
work.

:

The recurrence of the so-called African Humid Periods has been intensively studied both in obser-

vational (e.g. Larrasoana et al., 2003 and references therein) and modelling (e.g. Hely et al., 2009;745
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Liu et al., 2007; Renssen et al., 2006; Joussaume et al., 1999) investigations, especially for the Qua-

ternary period. The proxy record indicates that these periods were characterised by a northward shift

in precipitation as a result of a stronger African summer monsoon, paced by astronomically-forced

insolation changes. To date, modelling studies largely fail to simulate the northward penetration of

the African summer monsoon beyond 21◦N and increase precipitation sufficiently to simulate the750

mid-Holocene "Green Sahara" (Brovkin et al., 1998; Claussen et al., 1999) conditions (e.g. Harrison

et al., 2015; Bosmans et al., 2012; Braconnot et al., 2007; de Noblet-Ducoudre et al., 2000). These

conditions would allow savanna-like vegetation to expand northward, beyond the central Saharan

watershed (Larrasoaña et al., 2003). Bosmans et al. (2012) hypothesised that the lack of interactive

vegetation could be the main reson for the insufficient precipitation over the Sahara in mid-Holocene755

simulations. However, in our simulations which are coupled with a vegetation model, the summer

precipitation increase during precession minimum is still confined south of 21◦N in North Africa.

Assuming that the monsoon system in the late Miocene was similar to that of the Quaternary, this

indicates that even our fully coupled model still fails to represent relevant processes driving precip-

itation in the Sahel regions. This is perhaps suggesting the lack of relevant teleconnections in the760

model, such as those found with North Atlantic dynamics (e.g. Barandiaran and Wang, 2014; Zhang

and Delworth, 2006).
::
In

::::::::
addition,

:::
this

:::::
could

:::
also

:::
be

:::
due

::
to

:::
the

:::
low

:::::::::
sensitivity

::
of

:::
the

::::::::::::::
land-atmosphere

:::::::
coupling

::::::
which

:::::::::::
characterises

::::::
models

:::
of

:::
the

::::::::
HadAM3

:::::
family

::::::::::::::::::
(Koster et al., 2006) .

3.4.2 Seasonality of the African summer monsoon on sub-precessional timescales

Our experimental design allows us to analyse the seasonal distribution of SATs and precipitation765

patterns over North Africa not only for the two precessional extremes, but also throughout the dif-

ferent stages of the orbital cycle (Figure 13). The highest SATs (up to 35◦C) are reached in the

northern region during the summer months (Figure 13a). In the southern region, SAT
:::::
SATs remain

below 30◦C throughout the entire cycle (Figure 13b). The highest quantity of precipitation (up to

2500 mm day-1) is found in the southern region during the summer months and especially around770

the precession minimum (Figure 13d). In the northern region, which is outside the area influenced by

the summer monsoon, drier conditions persist throughout the entire cycle and in all seasons (Figure

13c), with values consistently below the driest periods experienced in the southern region (maximum

250 mm day-1).

The mean annual values show the correlation with the precession forcing, which is positive for775

:::::::
modelled

:
precipitation and SAT in the southern region, and negative for SAT in the northern region.

However, some lags between orbital forcing and the climate response can also be seen. For instance,

maximum precipitation in the southern region occurs at the same time as the precession minimum,

but minimum precipitation lags the precession maximum by about 2 kyr (Figure 13d). In the north-

ern region, where precipitation rates are an order of magnitude smaller than in the northern
:::::::
southern780

region, the phasing with precession is less clear; maximum annual precipitation corresponds to the
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precession minimum, but the signal flattens out in the remaining part of the cycle around the preces-

sion maximum, and minimum values are reached around simulations 13 and 20 (Figure 13c).
::::
Note

:::
that

::::
part

::
of

:::
the

:::::::
changes

::
in

:::
the

:::::::
northern

::::::
region,

:::::::::::
characterised

:::
by

:::
low

:::::::::::
precipitation

:::::
value,

::::
may

::
be

::::
due

::
to

:::::::::::::::::::
interdecadal/centennial

::::::::
variability

::
in

:::
the

::::::
model.

:
785

Minimum annual SAT in the southern region occur with a 1-kyr lag after the precession minimum,

while maximum SAT lags the precession maximum by 2-3 kyr (Figure 13b). In this area, the SAT

response to orbital forcing is linked to the increased cloud cover at times of precession minimum

(maximum monsoon strength), as discussed in section 3.4. In the northern region, maximum annual

SATs occur close to the precession minimum, when insolation is at a maximum. However, maximum790

SAT leads the precession minimum by ~5 kyr, while minimum SAT leads the precession maximum

by ~4 kyr.

Although maximum values for
::::::::
modelled SATs in the northern region and for precipitation in the

southern region can be correlated with the precession minimum, the seasonal response is not "sym-

metrical", but rather exhibits an elongated and slightly tilted structure (Figures 13a,d). This asymmet-795

rical response around the precession minimum has also been observed in transient idealised orbital

simulations with a model of intermediate complexity (Tuenter et al., 2005) and has been explained

by the extended length of the monsoon season around the precession minimum. At this stage in the

orbital cycle, the North African monsoon can start up to one month in advance and end a month later

than average monsoon timing (Figure 13d), in agreement with the results of (Tuenter et al., 2005).800

One possible explanation for tis
:::
this

:
phenomenon is the presence of a larger vegetated area during

precession minimum, which modifies the albedo feedback and results in a longer monsoon season

(Tuenter et al., 2005).

Finally,
:::::::
modelled SATs in the northern region consistently peak during the month of July (Figure

13a), with the exception of simulations 11 to 15 (August) and 20 to 22 (June). In the southern805

region, the month of August consistently exhibits the highest values of precipitation (Figure 13d),

apart from simulations 2, 3, and 22 where July is the wettest month, and simulation 21 in which

June has the highest precipitation rates. This differs from the results of (Tuenter et al., 2005)whose

idealised experiments
:
,
::::::
whose

::::::::
idealised

::::::::::
simulations consistently showed maximum precipitation

rates in
:::::
during

:
the month of Julyduring precession minimum , ,

:::
in

:::
all

:::
the

:::::::::
precession

:::::::::
minimum810

::::::::::
experiments throughout their entire simulated time slice

::::::
period. This difference is likely due to the

fact that our simulations use realistically-varying orbital parameters throughout one precession cycle

and that interactive vegetation is also included.

4 Synthesis and conclusions

The
:::::
Using

::
a

::::
fully

::::::
coupled

::::::::::::::::::::::::
ocean-atmosphere-vegetation

::::::
model

::::::::::
(HadCM3L)

:::
we

::::
have

::::::::::
investigated

:::
the815

:::::
impact

:::
of

:::::
orbital

::::::
forcing

:::
on

:::::
global

:::::::
climate,

::::
with

:
a
:::::
focus

::
on

:::
the

:::::
North

:::::::
African

::::::::
monsoon,

:::::::::
throughout

::
a
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:::
full

:::
late

::::::::
Miocene

::::::::::::::
precession-driven

:::::::::
insolation

::::
cycle

::::
with

:::::::
varying

::::::::
obliquity.

::
In

:::
the

::::::
model,

:::
the

:
evolu-

tion of global mean annual SATs is not
:::::::
through

:::
our

::::::::
simulated

::::::
orbital

::::
cycle

::
is
:::
not

:::::::
directly influenced

by changes in insolation. Annually, The
:::
the Southern Hemisphere generally exhibits higher SATs

than the Northern Hemisphere (Figure 2), in contrast with the present-day configuration. Seasonal820

SAT changes show a more complex response throughout one full late Miocene precession cycle, ex-

hibiting leads and lags with the orbital forcing
::::::::
insolation. This response is

:
in

:
part caused by the use

of interactive vegetation in our simulations, in agreement with idealised transient simulations carried

out with an earth system model of intermediate complexity (Tuenter et al., 2005).
::
In

::::::::
addition,

:::
the

:::::::
influence

::
of
::::::::
obliquity

::
in

:::
our

::::::::::
simulations

::::
may

::::
also

::::
play

:
a
::::
role.

:
825

The difference in mean annual
::::::::
modelled SAT between the two precession extremes is generally

small on a global scale (Figure 3e). There are, however, significant local changes resulting from the

dominance of strong seasonal signals over the annual mean. Examples are the Nordic Seas, which

are over 1.5◦C warmer during precession minimum, and the African and Indian monsoon regions,

which are more than 1.5◦C colder. Seasonal differences in SAT are much larger. In line with previous830

studies (e.g. Lunt et al., 2013; Otto-Bliesner et al., 2013; Yin and Berger, 2012), widespread global

cooling can be observed during DJF (Figure 3a), especially on land, with the exception of warming

(up to 4.5◦C warmer during precession minimum) in the Arctic and the Nordic Seas. Widespread

warming is instead found in JJA (Figure 3b), especially in the Northern Hemisphere, with local

cooling (up to 3.5◦C colder) over the African and Indian monsoon regions, as a result of increased835

cloud cover. Precipitation
::
In

:::
the

::::::
model,

:::::::::::
precipitation differences between the two orbital extremes

(Figure 4) are largest during JJA (>3 mm day-1) and are mostly centered on the equatorial African

and Asian monsoon regions. DJF anomalies are smaller in the Northern Hemisphere and reflect

changes in the storm track systems, especially across the North Atlantic. The sensitivity of SATs and

precipitation to CO2 in combination with orbital forcing is moderate on a global scale (Figure 6
:
5),840

with locally enhanced SAT sensitivity to orbital forcing at both 400 and 280 ppm.

Globally, the warmest and coldest
:::::::
modelled

:
SATs are not necessarily reached during precession

minimum and maximum, because maximum warming and cooling are not spatially synchronous and

vary in time across different regions (Figure 5
:
6). This is especially relevant in the Southern Hemi-

sphere, where maximum SAT can be out of phase with the precession minimum by as much as 6 kyr.845

This has implications for the correlation of proxy-based temperature reconstructions with warm/cold

peaks (e.g., Dowsett and Poore, 1991) and could result in significant temporal miscorrelations, as

discussed by Prescott et al. (2014) for the Pliocene warm period.

:::::::::::::::::::::::
Bradshaw et al. (2012) found

::::
that

:::
the

:::::::
available

:::::
proxy

::::
data

:::
for

::
the

::::
late

:::::::
Miocene

:::::::
exhibits

::::::::::
significantly

::::::
warmer

:::::
mean

::::::
annual

:::::::::::
temperatures

::::
than

:::
at

:::
the

::::::::::
present-day

:::
for

:::
all

::::::::
locations

:::::
where

:::
the

::::::::::
palaeodata850

:
is
::::::::

different
:::::
from

::::
their

:::::::
modern

::::
day

:::::::
climate

::::::::
estimates.

::::
The

:::::
same

::::
was

::::::::
observed

:::
for

::::::
mean

::::::
annual

:::::::::::
precipitation,

::::
with

:::
the

:::::::::::
palaeorecord

::::::::
appearing

::::::
wetter

::
at

:::
all

::::::::
locations

:::::
where

:::
the

:::::::
climate

::
of

:::
the

::::
late

:::::::
Miocene

::::::
climate

::
is

:::::::
different

::::
from

::
a
:::::::
potential

::::::
natural

:::::::
modern

:::
one

:::
(see

:::::::
Figures

:
7
:::
and

:::
11

::
in

:::::::::::::
Bradshaw et al. ,

24



::::::
2012 ). Our simulations through one full precessional cycle demonstrate that some of the model-data

mismatch for the late Miocene found by Bradshaw et al. (2012) can be explained by orbital variabil-855

ity (Figure 8). However, our simulations at 280 ppm still largely fail to reproduce the same magnitude

of warming indicated by the Messinian proxy reconstructions. A better match is achieved including

the variability between the two precession extremes and 400 ppm CO2. This demonstrates that, in

addition to using an appropriate palaeogeography and higher CO2 concentrations (Bradshaw et al.,

2012), accounting for orbital variability can reduce the model-data mismatch for the late Miocene.860

However, some disagreement between the model output and the data is still present across some

areas.

The
:
In

::::
our

::::::::::
simulations,

:::
the

:
North African monsoon is highly sensitive to orbital forcing (Figure

9), which strengthens the African Westerly Jet during precession minimum (Figure 11), intensifying

precipitation over North Africa significantly and leading to a greening of the region south of the Sahel865

(Figure 12). The African monsoon is also sensitive to palaeogeographic changes, but largely insen-

sitive to varying CO2 concentrations between 280 and 400 ppm (Figure 10d). Non-linear behaviour

with respect to CO2 forcing for the late Miocene is consistent with modern-day climate simulations

of the North African monsoon (Cherchi et al., 2011). Our ensemble of simulations demonstrates that

both SATs and precipitation over the North African monsoon regions exhibit significant differences870

in their seasonal distribution through a full the precession cycle. SAT is significantly influenced by

the amount of cloud cover during the monsoon season, while precipitation is enhanced between

June and September during precession minimum (Figure 13). The evolution of these two variables

is, however, not "symmetrical "
::::::::::
symmetrical

:
around precession minimum and maximum, because of

the extended length of the monsoon season as a result of vegetation feedbacks (Tuenter et al., 2005).875

In conclusion, we suggest that future studies comparing model and proxy data will need to

take into account not only differences in palaeogeography and CO2 concentrations, but also or-

bital variability. This is not only relevant for the late Miocene, but more generally for all pre-

Quaternary model-data comparison studies, where the proxy reconstructions largely rely on time-

averaged palaeoenvironmental syntheses Prescott et al. (2014)
::::::::::::::::::
(Prescott et al., 2014) .880
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Table 1. Number of overlaps and total number of Messinian palaeodata considered. Numbers are shown for

both the experiments described in this study and those from Bradshaw et al. (2012). Note that in Bradshaw

et al. (2012) the 5 precipitation datapoints in North America from Eronen et al. (2012) are not included because

published at a later date.

280 ppm

orbital ensemble

280 ppm

extremes only

400 ppm

extremes only

Bradshaw et al.

(2012) 280 ppm

Bradshaw et al.

(2012) 400 ppm

Available

reconstructions

Mean Annual

Temperature

86 84 172 56 142 290

Cold Month

Temperature

187 186 185 173 183 238

Warm Month

Temperature

121 119 183 11 27 238

Mean Annual

Precipitation

372 372 370 370 367 427

Total 766 761 910 610 719 1193

Table 2. June-July-August-September average of SAT and precipitation over the northern and southern regions

of North Africa.

PI280 LM280 pMAX280 pMIN280 pMIN400

SAT Northern region (◦C) 33.9 28.8 30.0 31.5 37.3

SAT Southern region (◦C) 26,3 26.6 26.8 26.4 29.1

Precipitation Northern region (mm day-1) 0.57 0.32 0.21 0.35 0.65

Precipitation Southern region (mm day-1) 6.78 2.99 3.53 5.06 6.95
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Figure 1. Top: Orbital parameters for the Messinian derived from the Laskar (2004) orbital solution. Obliquity

(green), eccentricity (blue) and climatic precession (red) which is defined as e sin $, where $ is the longitude

of perihelion and e is eccentricity. Bottom: Experimental design for the set of 22 late Miocene orbital simu-

lations with 280 ppm atmospheric CO2 concentrations. Simulations are spanned 1 kyr apart throughout this

precession cycle. Each simulation is indicated by a number (1 to 22) and all simulations are designed based on

the precession cycle but orbital parameters all vary at the same time, as shown by the dotted line for experi-

ment 22. The precession maximum experiment is indicated as pMAX and the precession minimum as pMIN.

Obliquity is expressed in radians and insolation in W m-2.
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Figure 2. Evolution througout
::::::::
throughout the precession cycle (indicated in the top panel) of surface air temper-

ature (blue lines) and incoming solar radiation at the top of the atmosphere (green lines), both in the Northern

and Southern hemispheres
::
and

::::::::
including

:::::
global

:::::
means

::
in

::::
panel

:::
(a). (a) Annual mean, (b) winter -

::::
DJF

::
in

:::
the

:::
NH

:::
and

:::
JJA

::
in

::
the

:::
SH, (c) summer -

:::
JJA

::
in
:::
the

:::
NH

:::
and

::::
DJF

:
in
:::
the

:::
SH, (d) spring

:
-
:::::
MAM

::
in

::
the

::::
NH

:::
and

::::
SON

:
in
:::
the

:::
SH, (e) autumn

:
-
::::
SON

::
in

::
the

::::
NH

:::
and

:::::
MAM

::
in

::
the

:::
SH.

:::
Note

::::
that

::::::
different

:::::
scales

:::
are

::::
used

:
in
::::

each
:::::
panel

:::
and

:::
that

::
in

::::
panel

::
(a)

:::
the

:::::::
variation

::
in

:::::::
incoming

::::
solar

::::::
variation

::
is
:::::
much

:::::
smaller

::::
than

::
in

::
the

::::
other

:::::
panels

::::
(less

::::
than

:
1
::
W

::::
m-2.)
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Figure 3. Anomaly plots of SAT between the two precession extremes, where the difference is pMIN - pMAX,

in (a) DJF, (b) JJA, (c) cold month mean (CMM), (d) warm month mean (WMM) and (e) annual mean. Differ-

ences with significance outside of the 99% confidence interval (T test) are represented in white. 280 ppm CO2

concentrations.
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Figure 4. Absolute values of summer (JJAS
:::
JJA) precipitation during (a) precession maximum and (b) preces-

sion minimum, with 280 ppm CO2 concentrations and anomaly plots of precipitation between the two preces-

sion extremes, where the difference is pMIN - pMAX, in (c) DJF and (d) JJA. Differences with significance

outside of the 99% confidence interval (T test) are represented in white.
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Figure 5. Anomaly plots of SAT (top panels) and precipitation (bottom panels) between the two precession ex-

tremes at different CO2 concentrations, where the difference is [(pMIN - pMAX)400 ppm-(pMIN - pMAX)280 ppm].

(a) SAT anomalies in DJF, (b) SAT anomalies in JJA, (c) precipitation anomalies in DJF, (d) precipitation

anomalies in JJA. Differences with significance outside of the 99% confidence interval (T test) are represented

in white.
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Figure 6. Phasing of SAT throughout a full precession cycle. Each colour indicates the temporal offset from

the maximum/minimum SAT per model grid square for (a) warm-month maximum SAT (maximum SAT) and

(b) cold-month minimum SAT (minimum SAT). Simulations are indicated on the left and in relation to the

precession cycle, as shown in Figure 1b.
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Figure 7. (a)(b)(c)(d) Illustrative definition of model-data mismatch and overlap. (e) Definition of orbital,

model, and data ranges. (f) Model-data mismatch is defined as the minimum possible distance to overlap,

but here we show that the maximum possible differences could be much greater if the true values for both the

model and the data were to lie at the extremes of the uncertainty ranges (Bradshaw et al., 2012). Note that the

relative contributions of model and data uncertainties will vary depending on the variable analysed and for each

experiment. The real values are not indicated here as this figure is schematic.
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Figure 8. (I.A-D) Difference between model-data comparison including orbital variability and using modern

orbit with 280 ppm CO2 concentrations. (II.A-D) Discrepancy between Messinian proxy data and model output

including orbital variability at 280 ppm. (III.A-D) Discrepancy between Messinian proxy data and model out-

put with 400 ppm (precession extremes only). (IV.A-D) Difference between model-data comparison with 400

ppm (precession extremes only) and 280 ppm (full precession cycle variability).
:
A
::::::
version

::
of

:::
this

:::::
figure

::::
with

::::::::
alternative

:::::
colours

::
is

:::::::
available

::
in

::
the

::::::::::::
Supplementary

::::::
Material

::::::
(Figure

:::
S6).
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Figure 9. (a) SAT and (b) precipitation difference between minimum (pMIN) and maximum (pMAX) preces-

sion during the monsoon season (JJAS). The dashed boxes in (a) illustrate how North Africa is split in two

areas, Northern "box" and Southern "box", for analysis (where only the land component is considered these are

defined as Northern region and Southern region). Latitudes and longitudes for the Southern "box" are defined

according to Thorncroft and Lamb (2005) for the West African monsoon. Absolute values for the monsoon

season (JJAS) precipitation at (c) precession minimum and (d) precession maximum.
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Figure 10. SAT and precipitation seasonal distribution over North Africa (averaged over land in the
:::::::
Northern

:::
and Southern "box

:::::
boxes", as indicated in Figure 8) for the two precession extremes (pMIN and pMAX) at 280

ppm, precession minimum at 400 ppm and the two control experiments (late Miocene and preindustrial at 280

ppm). Differences due to orbits, palaeogeography and CO2 concentrations are highlighted by the vertical bars

relative to the month of August when the seasonal distribution is not varying. Note that the scales in panel b

and d are not the same, due to the strong differences in the amount of precipitation. Dashed lines in panel (d)

represent precipitation in the Northern region (from panel b) on the same scale as precipitation in the Southern

region; the simulation-colour correspondence is the same as in the other panels.
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Figure 11. Summer (JJAS) u and v components of low level winds (850 hPa) over North Africa at pMIN (a),

pMAX (b) and for the late Miocene CTRL experiment (c).

Figure 12. Vegetation fractions, difference
:::::
fraction

:::::::::
differences

:
between precession minimum and precession

maximum
::::::::
simulations

:
for different functional types: (a) C4 grasses(a), bare soil (b)

:::
bare

:::
soil, broadleaf trees

(c)
:::::::
broadleaf

::::
trees

::
at

:::
280

::::
ppm

:::
CO2::::::::::

concentration. Vegetation fractions, difference
::::::
fraction

::::::::
differences

:
between

::::::::
precession

:::::::
minimum

:::
and

::::::::
precession

::::::::
maximum

:::::::::
simulations

::
at 400 ppm and

:::
CO2:::::

minus
:::
the

::::
same

::::::::
difference

::
at

280 ppm CO2 concentrations at precession minimum for different functional types: (a
:
d) C4 grasses

:
, (a

:
e) , bare

soil,
:
(b

:
f) , broadleaf trees(c). The approximate location of the Sahel region is indicated in panel (df).
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Figure 13. SAT (a, b) and precipitation (c,d) evolution throughout the
:::::::
simulated precession cycle, in the north-

ern (left) and southern (right)
:::::
regions. a, b, c, d are the annual

:::
(a-d)

::::::
Annual means , relative to the

:::::::::::
corresponding

::::
panel abovepanels. On the horizontal axis is the geological time, represented by the 22 orbital experiments plot-

ted with respect to climatic precession. In panels a and d the black dashed line highlights during which month

the maximum value of temperature or precipitation, respectively, is reached. Note that panel c is not on the

same scale (one order of magnitude lower)
:
as
:::::

panel
:
d, if it was it would appear completely in red colour (up to

250
::
as

::
all

:::
the

:::::
values

::
are

:::::
below

::::
0.86 mm day-1

:::::
(lowest

:::::::
contours

:::
and

:::::
orange

::::::
colours

::
in

:::::
panel

:
d). Also note that

the
:::
four annual mean panels are not on the same scale, as their aim is to show the phasing with orbital forcing

rather than comparing the actual values.
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