Responseto Reviewer #1

We thank the Reviewer for his/her appreciationwfwork and appreciate his/her helpful
comments. Below, we reply to his specific commérgported in italics)

Minor Comments.

Pg. 4430, Ln. 20: It would be useful to have a little more inforioatin the manuscript

about how TT2010 explained the dynamics of the éinpfathe Dalton Minimum on the

PNA. It is mentioned that the solar minimum wadlizaped in the event, but a slightly

more complete discussion of the full dynamical mhi@m the TOA forcing to the PNA
response would be useful.

TT2010 did not discuss the full dynamical chaimirthe TOA forcing to the PNA response,
which is also beyond the scope of this study. éretvised version of the manuscript, we have
shortly extended the part on the TSI-PNA link, lohge the discussion in TT2010.

Pg. 4433, Ln. 17: Three regions are vague here. Please refer iguré¢ or be more
specific about the regions considered. This isiftat later in this text, but it would be
useful to have it at this point.

Will do

Pg. 4433, Ln. 24: My biggest concern with the manuscript comesiatpoint. The

authors do not reasonably justify why they usequeiseudoproxies. It is standard

practice to perturb the pseudoproxies with noisentmic the imperfect connection

between climate and proxies in the real world. Tds been shown to be important

in numerous studies regarding the impact on regantion skill. This is reviewed in

Smerdon (WIRES Clim. Ch., 2012) and recent studashave attempted to more

realistically emulate the character of noise inlr@srld proxies have shown important
additional impacts. For instance, Wang et al. (Gtmof the Past, 2014) and Evans etal. (GRL,
2014) have both addressed the realism of varioosmstruction problems

and shown that more realistic additions to the plsguoxy construction yield reduced

skill. The latter study is particularly relevant tioe present work, given that the authors

model tree-ring chronologies and show that mordiséia tree-ring predictors reduce

the skill of their pseudoproxy reconstructions. &éhors should further justify their

use of perfect pseudoproxies or include an expetimvéh the addition of noise to the
pseudoproxy predictors.

As we stated on page 4434, lines 21-24 of the dson paper, “we aim at testing PNA
reconstructions based solely on local geophysieliptors from northwestern North America,
not at replicating the linkage between biologieisors and the local environmental forcing at
the basis of the TT2010 reconstruction”. So, owl g@to compare pseudo-reconstructions and
targets under the idealized hypothesis that theidered proxies provide perfect information
about the local climate conditions. This is why,discussing our results we focused only on
those predictors yielding the highest skills amtrgconsidered random sets: we wanted to
delineate the upper bound of this reconstructiothot revealing the “inherent limitations of a
PNA reconstruction method solely relying on locabghysical predictors from northwestern
North America” (page 4444, lines 16-18) ). Inclugirealistic noise levels in proxies would
complicate this already complex/thorough invesiaygtand shift the focus away from this true
aim.

We are, however, aware that the linkage betwedndigal sensors and the local environmental
forcing is fundamental in any climate-proxy invgstion. In the revised version of the
manuscript, we have included results from an aultkti analysis we have performed to support



and improve the discussion on this that was alrgadyided in our discussion paper on page
4445,

We explore the sensitivity to noise by proposirsgaes of idealized pseudo-proxy experiments,
where different levels of white and red noise @faling von Storch et al., 2009) are added to the
original predictors’ series in the validation peki®e plan to report the results in an additional
supplementary figure, which is shown below. Itlsac that the reconstruction skills are most
sensitive to the level of noise introduced rathantthe type of noise, at least for when the
relative amount of noise introduced remains low. &signal-to-noise ratio of 1 (Figure S13c,f),
most reconstructions are unskillful for the caseeof noise and skillful for the white noise,
although in both cases the explained varianceh®walidation period never reaches the 50%
level. Some skills remain for signal-to-noise rdséiger than one.
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New supplementary Figure S13 — Skill metrics foeasemble of TT2010-like reconstructions following
Figure 7b but highlighting the impact of predictarsise on the pseudo-reconstructions. Differenefm
illustrate results from different types and leveisioise, which is only added for the validatiomipd. Top:
white noise; bottom: red noise; noise contribute$G% (a,d), 25% (b,e) and 50% (c,f) of the prext&t
total variance. Results are for 1000 pseudo-reoactstns without pre-selection of predictors basad
calibration skills. The numbers inside each paneicate the minimum and maximuriRvalues obtained
for each model. Insets in each panel map the thoges from where gridded data are sampled to be
included as predictors, with the name reportedachebox (tas: surface air temperature, pr: pretipit).
Red noise is assumed to be an autoregressivepagetss, generated following von Storch et al. 200
Specifically, the value of the lag-1 autocorrelatis drawn at random from a beta distribution (paters
7 and 3), in the interval (0,1).

Ref.: von Storch, H., E. Zorita, F. Gonzalez-Ro(@@09) Assessment of three temperature recongiructi
methods in the virtual reality of a climate simidat Int. J. Earth. Sci. (Geol Rundsch) 98:67-82,
doi:10.1007/s00531-008-0349-5



Pg. 4436: It would be useful for the authors to consider gtationarity of the PNA
teleconnection pattern to both temperature and ipition. Related studies that have

looked at the stationarity of the ENSO teleconectiattern to North America have

found that the PMIP3 LM simulations are characteddy a widely varying range in the
temporal character and strength of the teleconmec{Coats et al., GRL, 2013). Similar

results for the PNA would have implications for iterpretation of the pseduoproxy
reconstructions and model-data comparisons thagtitbors perform.

We agree that non-stationarity of teleconnectisres possible important factor to take into
account. This was already mentioned in the origiliedussion paper based on work by, e.g.,
Raible et al. (2014). The temporally varyiRéskiIIs of the pseudo-reconstructions in Figure 8
can also be interpreted as reflectthg non-stationarity of teleconnectiofhsthe revised
version of the manuscript, we have shortly expantledliscussion in the manuscript based on
results by Coats et al. (2013). However, followargour reply to the previous point, adding such
a factor in our analysis would add quite some cexipl, and possibly the outcome would be
lowering the skills while adding uncertainty to tleeonstructions, i.e., again shifting focus away
from our scope to delineate the upper bound ofrdgenstruction method.

Pg. 4438, Ln. 20: The PNA is dominant over which collection of meodensidered?
Over the four modes we considered (PNA, NPI, ENSA0). We have specified this in that
portion of the text.

A final pointis necessary regarding the authors’ argument alixgtrnal variability.

I do not take issue with their interpretation, liugilso appears that the models never

produce a period of consistently positive PNA valage evidenced in the PNA reconstruction.
They might consider asking whether any of the nsqolelduce periods of

such positive excursions (in magnitude and/or gxteamgardless of their timing. If indeed

the persistently positive anomalies are a parhtéinal variability, they should

occur at some other time in the simulation (ortia tontrol simulations). If they do not

occur, then perhaps there is more of a fundametsalgreement between the models

and the reconstructions that is either the restitthodel failures or reconstruction

uncertainties. The authors may wish to consideénalar analytical approach as outlined

in Coats et al. (J. Clim., 2015), who similarly &ated the ability of the PMIP3

models to produce multidecadal drought periodshenAmerican SW in LM and control
simulations.

This issue was meant to be addressed with Figushi@h focus on interdecadal positive PNA
phases (i.e., positive phases with duration conigbata that of the reconstructed PNA during the
early 19" century) detected along all simulations, regasite#gheir timing. In the revised version
of the manuscript, we have provided a modified Feguwhich includes, in panel a, occurrences
of prolonged periods of strong positive PNA. Thedified figure shows that prolonged positive
PNA periods occur along the whole integration perand their occurrences are generally not
consistent across the ensemble members. Furtherfobbogving the analysis by Coats et al.
(2015), we have provided an additional supplemgritgure (Figure S14, see below), showing
the frequency of occurrence of prolonged positiMAPhases according to different durations.
The figure shows that prolonged positive PNA pesitmhger than 20 years are extremely
unlikely events in the ensemble. We have also addstbrt paragraph in the discussion about
this, including reference to Coats et al., 2015.



simulated occurrences of prolonged positive PNA phases
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New supplementary Figure S14 — Relative occurrentesolonged positive PNA phases in the different
simulations. An event of duratidns individuated when the standardized (with respethe period 1725-
1999) smoothed PNA index (11-year running meangiagabove the value of 1 foconsecutive years.

Technical Note: Many of the figures haveery small axis labels, legend text, tick

labels, titles, etc. | would strongly encourage #uthors to think about improving

these problems across all of the figures for bettewing and interpretability.

We have checked the figures for readability. Wenntto “tune” again the aspect of the figures in
this sense when it is clear how they will appeahir final published form, if the manuscript is
accepted for publication in Climate of the Past.



Responseto Reviewer #2

We thank the Reviewer for his/her appreciationwfwork and appreciate his/her
helpful comments. Below, we reply to his/her sgea@bmments.

1. Pg. 4430. Ln. 23-25 Because the authors arg@ie/tthcanic activity can play

a role in anomalous positive PNA values from e&fth century, an aspect not discussed
in TT2010 paper, it would be useful at this pomhave more information in the
manuscript about the processes behind volcanieityciind PNA dynamics.

Reply: The possible link between volcanic eruptiand the PNA was briefly mentioned
in the introduction (page 4428, lines 9-12). Inteer2.1 of the revised manuscript, we
refer to Li et al. (2013) and Zanchettin et al.{2pfor details on possible mechanisms
underlying this link.

2. Pg. 4430. Ln. 20-25. It is argued that anomalong period of positive PNA

index during early 19th century could be relateddth low solar activity (Dalton
minimum) and strong volcanic activity. Is this cciglence unique in the observational
and simulated periods considered in this study?

Reply: No, the coincidence is not unique: recort$ions of solar and volcanic forcing
for the last millennium suggest that volcanic austalso occurred during other periods
of weak solar activity (e.g., mid f%entury). We briefly mention this in the discussio
of the revised manuscript by adding the followiegtence:

“Further supporting this hypothesis, the simulagiensemble does not point to coherent
positive PNA anomalies during other periods ofldst millennium with concomitant
strong volcanic forcing and weak solar forcing,. etle mid 1% century and the late 17
century (Figure 4a).”

3. Pg. 4432. Ln. 1-5. Usually the anomaly centételeconnection patterns in

model simulations are located in different posisioaccording to model characteristics.
Therefore is better to define the PNA index acaggdd model characteristics, usually

through an EOF analysis of Z500 in the Pacific N&tmerican sector. Is the PNA the

dominant pattern of Z500 winter variability in tRacific North American sector in the

model simulations? Furthermore, are the resultsgmted in the paper sensitive to

the definition of the PNA index?

Reply: We agree with the Reviewer that centersctiba of climate variability modes in
climate simulations are sometimes displaced conap@arebservations. Our choice to use
the modified pointwise method for PNA calculatidarss from the need to base the
pseudo-proxy analyses on an index that is indeperale¢he temporal domain
considered for its construction. EOF-based indares instead, dependent on the chosen
temporal domain.

Furthermore, if PNA centers are displaced in a made should then accordingly

modify the regions used in that model to samplélipters for the pseudo-reconstruction
experiments. Therefore, using an EOF-based PNAxinarild complicate the



interpretation of our results on several levelssiBes, our definition allows for a
straightforward description of models’ skills irpreducing observed PNA features.

We nonetheless recognize the importance to asstdssist briefly as done here, the
differences between PNA indices in order to incegamfidence in our conclusions. We
added supplement Table S1 to the revised manusetiath provides a comparison
between PNA indices calculated based on the maodgf@ntwise method (mpm, as
originally used in this study) and on EOF analysis.

It is difficult to individuate the PNA pattern caatently across models as given EOF or
rotated EOF based on northern hemispheric 500 BBaogential heights (Z500), so we
focus on the Pacific/North American domain (0-902R0-300°E) and define a PNA
index for the observational period as the princqmahponent of the first EOF of DJF
Z500 over such domain. The results indicate ovéighly significant correlations
between the mpm-based and EOF-based PNA indicescdrhnelation is strongest for
reanalyzed indices that are practically undistisyable (see caption of Table S1).

In the following, we provide more detailed infornest about the comparison, which we
do not include in the revised manuscript. Spatatelations between simulated and
reanalyzed northern hemispheric patterns of EOE&hBNA indices vary quite
remarkably across the simulations, similarly to tmias diagnosed for the mpm-based
indices. The quality of the EOF-based PNA patteonsens for FGOALS-gl compared to
the mpm-based pattern, due particularly to a ~2@twad displacement of the negative
center over the subtropical western Atlantic (ailsimssue affects also MIROC-ESM).
The EOF-based PNA patterns of both GISS-E2-R sitiaunis worsen compared to the
corresponding mpm-based patterns, as the hemisphwgarint in the former incorporates
features of the annular mode. Patterns remain tbwerehanged for BCC-CSM1-1,
CCSM4 and especially IPSL-CM5A-LR and MPI-ESM-P.

We have summarized the above in the following paaty which has been added to
section 4 of the revised manuscript:

“Our definition of the PNA index does not account possible displacements of its
centers of actions in simulated patterns comparedanalyses. An alternative definition
based on empirical orthogonal functions (EOF) itssnl PNA indices that share between
half (MIROC-ESM) and almost the whole (CCSM4) tatatiance with the pointwise-
based PNA indices over the observational period ¢s@plementary Table S1). Spatial
differences between simulated EOF-based and paeathased patterns also vary
considerably across the ensemble (Table S1)nhtiyet clear whether and how these
uncertainties related to the index definition affidae details of the pseudo-
reconstructions. The validity of our general cosabas clearly stands for the sub-
ensemble including only models with the most cdesisPNA indices across the two
definitions (CCSM4, IPSL-CM5A-LR, MPI-ESM-P).”

4. Pg. 4433. Ln. 17-19. Please define clearlyhineet regions over the North America
used for pseudo-reconstructions.

Reply: done (see changes in section 2.1 of revisaauscript).

5. Pg. 4435, Ln. 9-10. It is expected to have a Rik&Astructure in all models



due to the definition of the PNA index. An EOF arsaéd of Z500 in the Pacific North
American region would confirm better if the PNAuwtture is captured or not in the
model simulations.

Reply: see our reply to comment 3.

6. Pg. 4437. The paper is focused on TT2010 PNéanstcuction which is based

on three tree ring records. As the relationshipvben tree ring variability and climate
forcing present strong seasonal characteristicalduoe interesting to see if significant
simulated temperature or precipitation anomaliesrecorded over northwestern
North America during early 19th century not onlywmter (Fig. S11) but also in other
seasons. The TT2010 tree rings records are signtficcorrelated with temperature
and precipitation not only from winter but alsorfrother seasons. In fact the highest
correlation is obtained for MTE tree ring recordi@ummer temperature (Fig. 2

from TT2010). Therefore the anomalous reconstrufed values during early 19th
century could reflect also the autum, spring or siEmtemperature or precipitation
anomalies from the northwestern North America.

Reply: as we stated on page 4434 of the origirallymitted manuscript, we detect the
strongest signals in winter temperature and pritipn. As we stated in the manuscript,
the latter are needed to be included as predictasder to obtain calibration skills
comparable to the original reconstruction by Traared Taylor (2010).

The best skills (in analogy with Figure 7b) of pdo-reconstructions obtained using
winter temperature for the Alaska box, winter ppéaition for the Montana box, and
summer temperature for the Wyoming box (a settafigcting the strongest correlations
in Figure 2 of Trouet and Taylor, 2010) are preséni the figure below. Many of the
so-obtained pseudo-reconstructions are not skillfith only a few of them exceeding
the R value of 0.4. Calibration skills are similarly bel the scores obtained by Trouet
and Taylor (2010).

We have added in the revised manuscript the foligwgentence in section 2.3:

“In particular, reconstruction skills considerablggrade if the predictor for “Wyoming”
is defined as summer temperature instead of wiateperature (see section 2.1).”
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Above — Same as Figure 7b of the main manuscriptising winter temperature for the
Alaska box, winter precipitation for the Montanaxband summer temperature for the
Wyoming box as predictors.

7. Pg. 4436: It would be useful to investigate aysdtically the stability of the correlation
of the PNA index and temperature and precipitaiiom model grid points over
nortwestern North America by drawing running caatien curves similar to those
represented in Figure 5 for climate indices. Sedaabf the temperature and precipitation
anomalies from the grid-points where the corretatgostable, according to a certain
stability criteria, as predictors could lead toimprovement of PNA reconstruction.

Reply: this would be an interesting exercise, lmydnd the scope of this study, whose
aim is to determine how reliable the pseudo-recansbns are based on selection of
proxies only from the observational period (theygmriod when in reality calibration is
feasible). Nonetheless, the results presentedguré&i7c partly respond to the question
raised by the Reviewer: the reconstruction skifipriove if information from a longer
period is used to calibrate the model (i.e., mtable predictors are selected).

8. Pg. 4438. It would be useful to give some higtated to physical processes that
explain the negative correlation between PNA andONA most of the simulations (Fig.
5b).

Reply: We have included the following statemengestion 3.2 referring to Figure 5:



“The negative PNA-NAO correlations represent pesiadhen the atmospheric bridge
linking Pacific and Atlantic climate variability ective (for a dynamical description see,
e.g., Raible et al. 2001; Pinto et al., 2010; Baated Nigam, 2013). Decadal active
phases of such bridge in the form of persistenatieg) PNA/positive NAO pattern have
been attributed to both, internal variability (FRirgt al., 2010) and strong volcanic forcing
(Zanchettin et al., 2012).”

Technical notes
1. Pg. 4428. Ln, 19. Please correct the periodadfdd minimum ( _ 1790-1830)
Reply: Done, thanks

2. The labels of the axis from most of the figumes too small. Also there are many
curves on the same figure and is difficult to idgrthem only by color.

Reply: We checked all figures for readability, amtl be available to tune their format
further for best appearance in the published versidhe manuscript is accepted.
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Reconciling reconstructed and simulated features of the winter Pacific-North-

American pattern in the early 19™ century
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Abstract

Reconstructions of past climate behavior often descprominent anomalous periods
that are not necessarily captured in climate sitrarla. Here, we illustrate the contrast
between an interdecadal strong positive phase efvtimter Pacific/North American
pattern (PNA) in the early Y9century that is described by a PNA reconstructiased
on tree-rings from northwestern North America, anslight tendency towards negative
winter PNA anomalies during the same period in msemble of state-of-the-art coupled
climate simulations. Additionally, a pseudo-proxyeéstigation with the same simulation
ensemble allows assessing the robustness of PNAanstactions using solely
geophysical predictors from northwestern North Aiggerfor the last millennium. The

reconstructed early-f9century positive PNA anomaly emerges as a poténtiliable
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discrepancy between reconstructed and simulated RidAs not stem from the
reconstruction process. Instead, reconstructedsimdlated features of the early*9
century PNA can be reconciled by interpreting teeonstructed evolution during this
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its exact temporal occurrence by a small ensembtémate simulations. However, firm
attribution of the reconstructed PNA anomaly is paered by known limitations and

deficiencies of coupled climate models and uncetigs in the early-18®century
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1. Introduction

The Pacific/North American pattern (PNA) is onetlié dominant modes of interannual
winter atmospheric variability of the northern exttopics €.g, Barnston and Livezey

1987; Wallace and Gutzler, 1981). It strongly af$ehe weather and the hydroclimate of
the North American continent, and contributes ® atmospheric bridge linking Pacific

and Atlantic climate variabilityg.g, Raible et al. 2001; Pinto et al., 2010; Baxted an
Nigam, 2013). The behavior of this large-scale afpheric circulation pattern before the
observational period and its sensitivity to natueaternal forcing are less understood
compared to other dominant climate modes, partlg tu the limited number and

temporal coverage of available PNA reconstructibmgact, only one major winter PNA

reconstruction, based on tree-rings from northwaskéorth America, is available and

only goes back to 1725 (Trouet and Taylor, 201@editer: TT2010) (see section 2.1 for
details). Here, we investigate the PNA featurecmiesd by a multi-model ensemble of
state-of-the-art climate simulations of the lastllennium and use pseudo-proxy
experiments€.g, Lehner et al., 2012; Smerdon, 2012) applied éoslime ensemble to

improve our understanding of the PNA’s behaviorimyrthe pre-industrial period,
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The PNA pattern consists of a wave train spannimgfthe subtropical northeastern \\{De'etedw
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Pacific to the Gulf of Alaska, northwestern Nortimérica and the southeastern United
States through centers of action of alternatingy_giéigure 1) Accordingly, a classical
definition of the PNA index is the sum of the difaces between its positive and
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negative centers of action (Wallace and Gutzle1)19The PNA can be interpreted as an
amplification and dampening of the climatologictht®mnary wave characterizing the
pattern of the polar jet across North Amerieay( Notaro et al., 2006), which explains its
reduced importance during boreal summer. The pesjihase of the PNA includes an
anomalously deep Aleutian low and an enhanced 4idgegh pattern across North
America. It produces above-average temperaturesramr¢hwestern North America due
to the stronger ridge over the North American Reskivith associated northward
diversion of the westerly flow, and below-averagenperatures and drier conditions
across the south-central and southeastern UnitatesSdue to increased southward
penetration of cold Arctic air masses. The sigratsmreversed for the negative phase of
the PNA.

On sub-monthly timescales the PNA variability amddictability are largely determined
by internal dynamics of the mid-latitude atmospherkile on longer timescales they are
most prominently controlled by forcing from seafaae temperature (SST) signals from
the tropical Pacific (Younas and Tang, 2013). Hared Wallace (1981) were the fifst .-
(ENSO). Since then, observational and modellinglisti have revealed that boundary
conditions relevant for the PNA also include lowefuency SST signals in the extra-
tropical North Pacific (Yu and Zwiers, 2007; Yuadt, 2007), remote forcing from the
North Atlantic (Baxter and Nigam, 2013), and upstneconditions determined by the
East Asian jetd.g, Gong et al., 2007).

Climate simulations of the last millennium indic&tereased likelihood of a significantly
weaker Aleutian low after strong tropical volcaritiptions, suggesting that the PNA can
dynamically respond to volcanic forcing on interaah to decadal time scales
(Zanchettin et al., 2012; Wang et al., 2012). Armxiion between PNA variability and
natural forcing is also suggested by the TT201@nstruction, which shows a prolonged
strong positive phase of the PNA during the eal{} ¢entury. Indeed, this period was
characterized by a close succession of strong nim@uptions concomitant with a phase
of weak solar activity, both contributing to exdepally cold climate conditions (Cole-
Dai et al., 2009). However, TT2010 attributed thelye19"-century anomalous PNA
phase to the decreased solar irradiance durin@dftten Minimum of solar activity (ca.
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cluster.

The selection of proxy locations is crucial for tmebustness and reliability of
reconstructions of large-scale circulation modeshier et al., 2012). Decadal-scale
shifts in the centers of action of atmospheric nsolilee the North Atlantic Oscillation
(NAO) or the PNA are associated with non-statidiesi in the imprint of such
teleconnection patterns on local precipitation temdperature (Raible et al. 200Boats,

et al., 2013Moore et al. 2013; Raible et al., 2014). Accordinghe ring-width response
to atmospheric modes like the PNA and the NAO mtiafly heterogeneous due to the

complex causal chain linking climate modes, localimnment and seasonal tree growth
(St. George, 2014). Reflecting such heterogentity,prolonged positive PNA phase in
the early 19 century becomes less prominent if proxies fromeptBRNA-sensitive
regions are considered, such as river catchmentgsestern-central British Columbia
(Starheim et al.,, 2013) or lakes from the northerasUnited States (Hubeny et al.,
2010).

Twentieth-Century-Reanalysis data suggest that RN& centers of action are less
variable in space tharg.g, the NAO (Raible et al. 2014). However, the risk o
insufficient coverage and representation of itéedént centers of action — hence of poor
reconstruction — is considerable for the PNA dughtocomplexity of its pattern and the
strong interdependencies with surrounding or evgrerposing modes of variability. For
instance, over the last six decades and espediallywinter the PNA is practically
indistinguishable from the inverted North Pacifitdéx (NPI) describing the sea-level
pressure (SLP) variability in the Aleutian low regi However, there is no indication so
far about whether the NPI and the PNA (and thginaiures on regional temperature and
precipitation) can become distinguishable overqukxiof decades or longer. Similarly,
late-winter temperature reconstructions in westéanth America,i.e., a region where
the PNA climatic imprint is strong, have been retemsed to test whether strong
tropical volcanic eruptions induce a preferred pigaof ENSO (Wahl et al., 2014).

However, the simulated teleconnection between EN®@ North America climate is

nonstationary on multidecadal timescales (Coatd.e2013).The possible superposition

of regional climate signatures of different largede modes (like ENSO, PNA and NPI)
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126 | and their possible nonstationarpipses a challenge for any reconstruction attersipigu

127 climate-proxies from affected regions, in particul@a produce robust and unambiguous
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128 | reconstructionsThere is therefore a need to assess the robusthessxy-based PNA -
129 reconstructions: If the TT2010 reconstruction wasnd to accurately capture the past
130 PNA behavior, the reconstructed prolonged strorgjtipe PNA phase during the early
131 19" century would represent an important feature talress in coupled climate
132 simulations. Its robust reproduction by climate liaions would be strong evidence for
133 its externally-driven nature, while the oppositeudbsuggest two possibilities: either an
134 episodic excitation consistent with internal vailig or limited realism of climate
135 models due to common deficiencies.

136 Thus, this study aims at answering the followingesiions: Is the reconstructed
137 prolonged, strong positive PNA phase during théye®8" century reliable? What can
138 we learn from available climate simulations of thst millennium about its attribution?
139 To answer these questions we compare simulated obsdrved/reconstructed PNA
140 features, and perform a series of pseudo-proxyrerpats on a multi-model ensemble.
141 We also extend our pseudo-proxy investigation tterdeine whether margins exist to
142 substantially improve the PNA reconstruction.

143

144 2. Data and methods

145 2.1 TheTT2010 PNA reconstruction

146 The TT2010 reconstruction of the winter PNA covidis period 1725-1999. It is based
147 on a multiple regression model using three winlienate sensitive tree-ring records from

148 | the western United States as predictors (TT20I08g predictors were sampled from

149 | three regions, whose location is marked by the mteexes in Figure 2 and that are  Deleted: first

150 | hereafter referred to as “Alaska” (northern boxreheefined as: [60-70]°N, [120- ,/’,{Deleted: over Alaska

151 | 160]°W), “Montana” (middle box, [50-60]°N, [115-18%/) and “Wyoming” (southern /} Ee:e:e::'T
/ 1/ | Deleted:

152 | box, [35-50)°N, 107.5-125°W]), respectivelyhe Alaskanpredictor is most sensitive to,é’//{Deleted:second

**************************** i,

153 | winter temperatugethe predictor from Montana captures winter precipitatim a////{De'ete*a“dth"d

77777777777777777777777777777777777777777777 > { Deleted: s

154 | relatively high-elevation site whereas theredictor from Wyoming capture both 2~ {Fo ET——
********************* o r H .

155 | autumn/winter precipitation and summer temperatur@relatively low-elevation, semi-__ - { peleted: er

156 | arid site (TT2010). The latter two predictors shopposite sensitivity to precipitation -~ | Deletedt n wyomng. ane et -

Montana, respectively
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despite their close location, highlighting the raoleregional topographical features in
determining the relationship between the biologemsor and the local environmental
conditions. The combination of the selected three-ting series explains 49 % of the
variance of the winter PNA index for the calibratiperiod 1949-1999 (TT2010).

The TT2010 PNA reconstruction shows a prolongeigesf positive PNA, with a peak
in 1800-1820. The early-f'%century positive PNA phase was interpreted asparse
to the decreased solar irradiance since it coiscidiéh the period of weak solar activity
known as Dalton Minimum and since subsequent psriddveak solar activity similarly

correspond to positive PNA anomalies (TT20EAdiatively forced warming of eastern

tropical Pacific SST associated with cold SST adm®an the Aleutian Low region -

corresponding to an in-phase behavior betweenipesihomalies of both ENSO and the

Pacific Decadal Oscillation - was reported as asitbs dynamical explanation for the

connection between decreased solar irradiance asitvve PNA phaseTT2010 did not
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century. Possible mechanisms underlying volcanically-foré&dA variability include
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both tropical-extratropical coupling via volcanigaforced changes of ENS@.Q. Liet .-
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al., 2013) and extratropical processes @ia,, sea-ice responses in the Gulf of Alaska”
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2.2 Observational and simulated data

We use monthly-mean data obtained from the NCERafgsis (Kalnay et al., 1996;
Kistler et al., 2001) for the period 1948-2013 aference data for the observational
period. The data were provided by the NOAA/OAR/ESRED, Boulder, Colorado,
USA. The NCEP reanalysis dataset suits our need® $i encompasses the calibration
period used in the TT2010 reconstruction. The TweémtCentury Reanalysis (Compo et
al., 2011) extends further back in time, but theeemble teleconnection patterns over the
Pacific from this dataset are poorly constrainednduthe first half of the 20 century
(e.g, Raible et al., 2014).

We include outputs from theast1000and the follow-uphistorical climate simulations
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phase of the Paleoclimate Modelling IntercompariBooject (PMIP3, Braconnot et al.,
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2012). All simulations are full-forcing simulationge., they describe the combined
effects of all major natural and anthropogenic mkforcing factors acting during the
last millennium (Schmidt et al., 2013). Two simidas are considered for the GISS-E2-
R model (hereafter referred to as GISS-E2-R24 al85c2-R25, respectively), which
differ in the considered external forcing inputsble 1 provides a summary of the main
characteristics of the models and simulations cEnsd.

Bothe et al. (2013) provide an assessment of tlodbailistic and climatological
consistency of the PMIP3-past1000 simulations inadato proxy-based reconstructions
under the paradigm of a statistically indistingaislke ensemble. They diagnose
distributional inconsistencies between ensemblessitad surface-air temperatures and
the global temperature field reconstruction of Matral. (2009) over large areas of the
globe, including PNA-sensitive regions over Nortinérica (see their Figure 1). These
full-period inconsistencies originate mainly froniffefences in multicentennial to
millennial trends (Bothe et al.,, 2013). By contraite ensemble was found to be
probabilistically consistent with the reconstructadnual temperatures for the North
America Southwest since year 1500 (Wahl and Sme2iip).

2.3 Indicesand definitions
The following indices and definitions are considebased on monthly-mean data:

« the PNA is calculated using the modified pointwisethod currently adopted by
the NOAA-CPC and applied to 500 hPa geopotentighte(Z500) data. The
index is defined as £i% asen; 180-220°E] Z*[40-500N; 180-220°E]F Z*[45-600N; 235-255°E]-
Z* 125.350N; 270-290°5) Where Z* denotes monthly Z500 anomalies fromréspective
climatological value, and the suffix [x] indicategpatial averaging over the
domain x We briefly discuss a different definition of tR&A index in section 4

« the NAO index is calculated based on the latitiadegitude 2-box method by
Stephenson et al. (2006) applied on Z500 datg, as the pressure difference
between spatial averages over [20-55°N; 90°W-68AH][55-90°N; 90°W-60°E];

e the NPI is calculated using the definition from ferth and Hurrel (1994)
applied to SLP data. The index is computed asphtad SLP averaged over [30-
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65°N; 160-220°E], so that positive phases of thliExnindicate a weaker-than-
normal Aleutian low and the opposite holds for tiegative phases;

» the SOl is calculated based on a modified versfdheTahiti-Darwin index. It is
defined as the difference between the average S#lP the domains [20-15°S;
147-152°W] and [15-10°S; 128.5-133.5°E]. The SOhease preferred to SST-
based ENSO indices since we focus on the atmogpt@mponent of ENSO.

Indices are not standardized by default in orddrighlight inter-model differences in the

climatology and in the amplitude of fluctuations@siated with the indices.

2.4 Pseudo-proxy experiments

Pseudo-proxy experiments are conducted to testahestness and potential skills of
PNA reconstructions using solely geophysical predécfrom northern North America.
Millennium-scale transient simulations from climataodels provide a long and
physically consistent framework where paleoclimeg¢eonstruction methods can be
altered and evaluated systematically in absentieeo$patial and temporal discontinuities
of the real-world climate-proxy networks (Smerd@f12). In particular, they may allow
determining an upper limit in the accuracy of tleeanstruction of large-scale modes
under limited spatial sampling.

Our pseudo-proxy experimental approach is meaatgeneralization of the method used
in TT2010. Specifically, the reconstruction is lhsen a multi-linear least-square
regression model of general forrﬁ::'yzizl;,\,axit +yo+ &', where )t/is the reconstructed
value at time step t, N is the number of predigtaris the regression coefficient of tHe i
predictor x, Yo is the intercept and is the residual at time step t. All data are ndized
based on the full period before the pseudo-proyegrments are conducted.
Pseudo-reconstructions are performed as followst, fihe pool of candidate predictors
including temperature and precipitation data i€deined by defining three regions over
North America. Then, an ensemble of predictor-setsuilt by iteratively (up to 1000
times) and randomly sampling one grid-point datenfeach region. Finally, an ensemble
of PNA pseudo-reconstructions is obtained by udimg built sets in a multi-linear
regression. So, the robustness of PNA pseudo-rgaotiens with a TT2010-like design
is tested using predictor sets that mimic the typadf the TT2010 reconstruction.



249  Accordingly, we consider only pseudo-reconstructiovith R skill metric in the range
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250 | between 0.45 and 0.55 for the calibration perio&)(Re., the selection is based on
251 calibration skills instead of on a preliminary ssméng of climate proxies.
252 We follow a perfect-model approach with noise-fpeedictors, and the considered range

253 | of R% is meant to account for the possible effects d$ein the actual climate proxies.

254 | The inclusion of noise in the predictors and itHuence on the results are briefly

255 | investigated with a series of pseudo-proxy expenis@vhere predictors are artificially

256 | perturbed by different types and levels of noisiisn 4).Skill metrics calculated for

257 | suchnoise-freepredictor sets and regression models, but usingratlimate indices as
258 validation target instead of the PNA, clarify whaththese pseudo-reconstructions
259 distinguish the PNA from other modes influencingrtdoAmerican regional climates.
260 Additionally, the PNA pseudo-reconstructions peritag to the upper quartile of’Rfor
261 each simulation provide a crude estimate of thelityusf PNA reconstructions
262 obtainable with a TT2010-like method for the giveat of sampling regions. An
263 exemplary different set of regions is also consgdédn the same reconstruction approach
264 to assess whether regions not included in the TO2fHsign may allow for a notable
265 improvement in the accuracy and robustness of Ri¢Anstructions.

266  Skill metrics include Rand coefficient of error (CE) (Cook et al., 1998 is defined
267 as |1 —thtM(xt-yt)zlzm:M(xt—xmv)2], where x and y are the observed and the predicted
268 index in year t, respectivelyxis the observed mean index over the validationogeri
269 and M is the number of years in the validation gebriR values are also calculated for
270 successive 30-year periods to highlight the rolesstrof the pseudo-reconstructions over
271 different interdecadal periods.

272 Unlike in TT2010, the predictors sampled hereinnfréhe “Montana” (middle) and
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273 | "Wyoming” (southeri) boxes are winter temperature and precipitatiespectively. This - -
274  choice guarantees that our pseudo-reconstructiocngpass the desireddRange in all
275 models, which is hardly achieved for pseudo-profiesn these regions following the

276 | original definition. In particular, reconstruction skills consideraldiegrade if the

277 | predictor for “Wyoming” is defined as summer tengiare instead of winter temperature
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278 | (see section 2.1 his does not affect the generality of our condansj since we aim at -~

279 testing PNA reconstructions based solely on locabpyysical predictors from
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northwestern North America, not at replicating timkage between biological sensors

1950-1999 as the calibration period, unless spetifitherwise. Furthermore, unless
specified otherwise, the validation period is dedinas the period spanning from the
beginning of the simulation to the last year beftite calibration period. The use of
unsmoothed data limits the effect of high autodatien leading to spurious high skills

metrics (Macias-Fauria et al., 2012).

3. Results

3.1 Simulated PNA during the observational period

First, we assess whether the employed models/dimga represent the
observed/reanalyzed dominant large-scale circulatnd associated surface-air
temperature and precipitation patterns with swéficiaccuracy for the observational
period. This comparison guarantees that they atabde for the subsequent analyses.
The four centers of the observed PNA wave-patteenganerally well captured by the
simulations (Figure 1). A number of simulationsdanost noticeably GISS-R24/-R25
(Figure 1le,f), display a weaker tropical centertlire Pacific suggesting a weaker
connection between tropics and extra-tropics. Highsodel resolution does not
systematically improve the overall quality of thenispheric pattern. For instance, the
PNA imprint over the Arctic as well as the Pac#idantic teleconnection are too strong
in the highly-resolved CCSM4 (Figure 1c). The PN&attprn of the lowest-resolution
model (FGOALS-gl) has an overall weaker hemisphienigrint and the negative center
over Florida is displaced westward over Mexico (&g 1d), possibly reflecting an
inadequate representation of the Rocky Mountains.

A similar behavior is found for the simulated sphpatterns of NPI (see supplementary
Figure S1). Most noticeably, the NPI pattern in F&&S-gl includes strong negative
correlations over Central North America, again goop to low-resolution topographic
issues. All simulations show a good representatibthe NAO pattern over the North
Atlantic/Europe and China, but often overestimasesignature over the North Pacific
(Figure S2). The simulation of the SOI pattern ishallenge for most of the models,
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especially concerning its signature over the ettspical North Pacific and North
America (Figure S3).

Our pseudo-reconstruction approach also requiras $imulations produce reliable
imprints of the PNA - as well as of NPI, SOl and ®A on North American winter
surface-air temperature and precipitation (Figuizeand 3). The observed correlation
pattern between PNA and continental temperatumhasacterized by an approximately
meridional stretch of positive correlations alohg tastern coast of the Pacific Ocean,
which extends eastward into continental regionsidtto polar latitudes, and by a center
of negative correlation over the Sargasso SeaffdoffFigure 2a). Simulations capture
both features with varying quality (Figure 2b-iprFnstance, the Sargasso Sea/Florida
center is displaced in BCC-CSM1-1 and FGOALS-gl,lavlit is underrepresented in
GISS-E2-R25, IPSL-CM5A-LR and slightly so in MIRCGESM. Overall, FGOALS-gl
features the worst representation of this cormtatpattern possibly due to the
deficiencies noticed above in the 500 hPa PNA pat&imilar conclusions can be drawn
about the NPI signature on winter North Americamgeratures (Figure S4). Simulations
and reanalyses consistently point to a limited intppf NAO and SOI on winter North
American temperatures (Figures S5 and S6), whichbéth modes partly superposes
with PNA signals.

Similar considerations could be derived for winpeecipitation, but correlation patterns
between large-scale circulation modes and preéipitsover land are patchier than for
temperature. Overall, the quality of simulated ipiation patterns compared to
reanalyses is clearly poorer than for temperatl®eth reanalyses and simulations
indicate locally significant negative correlationstween PNA and precipitation in the
mid-latitude United States.€., wetter conditions under negative PNA, anck versy,
but with substantial differences in the detailstloé pattern (Figure 3). An important
robust feature is that all simulations except GEESR25 indicate weak negative
correlations over the central Rocky Mountains (Fégu3b-i), a region where
precipitation-sensitive proxies were screenedtiertT2010 reconstruction.

In summary, the correlation patterns reveal a nthHeterogeneity between simulations
in the quality of their representation of domindatge-scale circulation modes and
associated imprint on the North American climaté.cOurse, the spatial patterns are
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derived from the chosen 50-year period within @nglansient simulations, and are
therefore not necessarily representative of thdityuaf the different models. Still, some
general features are recognizable: A coarsely veddNorth American topography and a
poor representation of tropical and extra-tropRactific interactions are likely two major
challenges limiting the quality of the simulated #hnprints. The most apparent issues
concern FGOALS-gl, potentially due to its coarsesalution compared to the other

models.

3.2 Simulated PNA features during the last millennium

The evolution of the winter PNA index throughout thast millennium shares little
resemblance between the different simulations (€igta), which is indicative of a
limited effect of the external forcing since thétda is very similar across the ensemble.
Decadal and interdecadal phases of strong positivaimilarly, strong negative PNA
appear at different periods in different simulatipsuggesting that, in general, the PNA is
mostly determined by internal variability at thésae scales. No simulation displays a
prolonged strong positive PNA phase during theyeadl” century as featured by the
TT2010 reconstruction, but decadal-scale positiA Fanomalies of similar relative

amplitude emerge sporadically in the ensemble dudifferent periods gee dots in

reconstruction, the early ¥9century is characterized by predominant negatit P
trends in the simulations (the period of discregasdighlighted by a horizontal red bar
in Figure 4b).

Running-window correlations between the PNA indexl ahe other indices provide a
simple assessment of the variable strength of PBlAconnections in the different
simulations. Reanalysis data indicate that wintédAPand NPI are practically
indistinguishable: the two indices are robustlyhiyganti-correlated (thick black line in
Figure 5a). Simulations consistently feature sigaiit negative PNA-NPI correlations
through the last millennium, although with consat#e differences within the ensemble
concerning strength and stationarity of the siatisfFigure 5a). CCSM4 produces the
strongest and most robust correlations, which apemvith values from reanalyses,
whereas FGOALS-gl produces the weakest and most-yemying correlations. The
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simulated winter PNA-NAO correlations are generaligak and negative during the last
millennium, in agreement with the non-significamidastrongly varying statistics from
reanalysis data (Figure 5b). Some simulations featnultidecadal periods when the
negative correlation becomes statistically sigaifiic suggestive of a temporarily strong
atmospheric connection between North Pacific andttiNétlantic sectors. This is
especially the case for CCSM4 (compare also supergooatterns in Figure 1c and

Figure S2c). The negative PNA-NAO correlations represent periogken the

atmospheric _bridge linking Pacific and Atlantic nciite variability is active (for a

dynamical description see,g, Raible et al. 2001; Pinto et al., 2010; Baxted &ligam,

2013). Decadal active phases of such bridge in fdren of persistent negative

PNA/positive NAO pattern have been attributed tthbaternal variability (Pinto et al.,
2010) and strong volcanic forcing (Zanchettin et &012). The winter PNA-SOI

correlation is significantly negative in the rearsas, though not very strong (Figure 5c).
CCSM4 produces PNA-SOI correlations that remairustlly around this observed value
throughout the last millennium, while the other glations produce generally lower and
more variable correlations (Figure 5c). In BCC-CSM1MPI-ESM-P and MIROC
correlations between SOI and both PNA and NPI (dteter not shown) are only
sporadically significant, meaning that these modetdure a weak connection between
tropical and extra-tropical North Pacific. Note tthhese results do not qualitatively
change if running-window correlations are calcudatger longer periods.

Changes in the relative importance of large-scatelen for North American winter
climate variability during the last millennium asssessed by comparing the fractional
variances of North American surface-air temperatur@ precipitation that are explained
by the different indices over sliding 30-year pdegaced at one-decade intervals. The
winter PNA is the dominant mode of simulated NoAmerican winter temperature
variability_among the considered indices (PNA, NPI, ENS@énerally explaining

around 20% of the total variance (Figure 6). Ordy FGOALS-gl there are several
periods when the NPl becomes more dominant thafPM. The strength of all index

signatures changes through time. The fraction oftiN&merican winter precipitation

variability explained by the indices is generalidw 10%, and the dominance of PNA
over the other indices is less clear than for taatpee (Figure S7).
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In summary, internal variability is an importanttfar for the simulated PNA during the
pre-industrial millennium. The ensemble markedlysagirees with the TT2010
reconstruction, whose strong positive phase inedmty 19" century was interpreted as
resulting from a strong PNA response to solar fayqiTT2010). Correlations between
indices reveal substantial differences in the saimd representation of teleconnections
both within the ensemble and in comparison to rfgara. Among the considered
indices, PNA generally explains the largest fractiof North American winter
temperature variability. Only FGOALS-gl featuresolpnged periods when PNA and
NP1 explain comparable fractions of North Americgimter temperature variability. We
are therefore confident that through proper sargplifi precipitation and especially
temperature proxies over North America, pseudosrsitactions are able to express

robust PNA signals rather than signals from othdicies.

3.3 PNA pseudo-reconstructions

First, we validate the reconstruction approachT2d10. This is done in a perfect model
framework by testing whether a reconstruction dedigised solely on geophysical
predictors from northwestern North America can pfev meaningful pseudo-
reconstructions of the PNA. We use only predicits shat provide a calibration skill
comparable to that of the actual TT2010 recondtndiFigure S8 summarizes the full-
ensemble of pseudo-reconstruction calibration skill

The so-obtained PNA pseudo-reconstructions arergiyneskillful according to both
employed full-validation metrics @R and CE): only a few pseudo-reconstructions give
CE values below 0, meaning they have no predictkit and are hence unacceptable
(Figure 7a). R values can exceed the impose® Ringe (see columns of numbers in
Figure 7a). In some simulations, different perfonce between the validation and
calibration periods can be related to the presaicgignificant local trends in North
American winter temperatures during the lattergubiFigure S9) that are mostly due to
strong anthropogenic forcing imposed in the sedoaifl of the 28' century. For some
simulations and predictor sets, the validation-gubi® values (R,) for the PNA overlap
with those from the NPI (Figure S10), meaning tlatthese cases the pseudo-
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reconstructions are hardly effective in distinguighPNA-related features from other
signals.

The robustness of a reconstruction through tima major concern for its reliability.
Figure 8 shows that for the same set of prediatsesi for Figure 7a the®Rkill of the
pseudo-reconstructions changes remarkably throwgh: tThere are periods when the
pseudo-reconstructions from one simulation are istar#ly poorer, other periods when
they are consistently better, and there is geneeallarge spread in the quality of the
pseudo-reconstructions. The multidecadal and cefgerariations of R suggest that
there is structural uncertainty on these time scadliote that, since metrics are calculated
based on deviations from the 30-year average, theleined R describes the
reconstruction skills mostly on interannual to dksdavariability. The CE metric, which
accounts for the 30-year mean state, is charaeteby non-stationarity and inter-model
spread similar to R(not shown). Running-window statistics further izade that the
models substantially differ concerning the compeaeaskills of reconstructed indices
(top panel of Figure 8): in some models, and mositeably in GISS-E2-R, the skills for
the PNA are often not better than for NPI; in othmdels, like MPI-ESM-P and BCC-
CSM1-1, the skills for the PNA are better thandtirother indices. We conclude that the
approach is effective in distinguishing the recamgted PNA from other indices only for
the latter models.

Another of our main objectives is to assess theustitess of the interdecadal strong
positive PNA phase identified by the TT2010 recamgton in the early 19 century.
Figure 8 shows particularly large inter-model spremthe B metric during the late 18
and early 19 centuries, with some simulations performing vesllWiIPSL-CM5A-LR,
GISS-E2-R25 and MPI-ESM-P) while others show soffrtb@ poorest skills in the entire
millennium €.g, BCC-CSM1-1 and GISS-E2-R25l should be noted that the PNA
pseudo-reconstructions are generally biased towsrdative PNA values (black vertical
lines in Figure 9). This is mainly due to the f#tat most simulations have strong local
trends in 28 century temperatures (Figure S9), which result ANA pseudo-
reconstructions roughly following a hockey-stickapk over the last millennium. As a
consequence of this bias, our pseudo-reconstrigctiemd to underestimate interdecadal
phases of very strong positive PNi#at are detected throughout the simulati(see the
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negatively-centered histogram in Figure 9a). Byti@si, interdecadal phases of strong
positive PNA in the pseudo-reconstructions seemetrribe the actual PNA conditions
distribution of ensemble residuals for these evdRigure 9b). So, whereas actually
simulated prolonged strong positive PNA phases maty be correctly captured by
pseudo-reconstructions, prolonged strong positibasps emerging in the pseudo-

reconstructions are generally ‘true’.

There are further concerns about the capabilitpsgfudo-reconstructions to accurately
capture the PNA low-frequency variability. We fitltht pseudo-reconstructions tend to
overestimate the amplitude of multidecadal-to-cemid fluctuations (Figure 10). In
some simulations, like BCC-CSM1-1, CCSM4, FGOALSad MPI-ESM-P, the
spectra of the pseudo-reconstructions entail largplitude peaks in this frequency band
that do not appear in the spectrum of the actudéxn GISS-E2-R and MIROC, by
contrast, produce pseudo-reconstructions whosedrapagree fairly well with that of the
simulated PNA. The different agreement between giseaconstruction-spectra and the
actual PNA spectrum implies that the models disagabout whether i) the low-
frequency temperature and precipitation excursiapured by the pseudo-proxies are
related to the PNA and/or whether ii) the PNA redotthe same low-frequency forcing
as the temperature and precipitation pseudo-progims Combining evidence from
Figures 8, 9 and 10, we conclude that the errotheénpseudo-reconstructed prolonged
positive PNA phases and, more generally, the viriskills of pseudo-reconstructions on
multidecadal and centennial time scales reflectepi®sentation of low-frequency PNA
variability by the pseudo-reconstructions. Thistsa®ubt on the reliability of the early-
19"-century PNA event identified by the TT2010 reconstion.

Considering PNA pseudo-reconstructions insteachefactually simulated PNA indices
does not solve the discrepancy between simulataons the TT2010 reconstruction
during the early 19 century (Figure 4c). In fact, none of the simdaf displays

significant positive winter temperature anomaliegeronorthwestern North America
during the period 1800-1820 (Figure S11), which ldpe consistent with a positive
phase in the PNA pseudo-reconstructions followimg ¢urrent definition. Instead, the
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anomalous patterns are characterized by a markiedogeneity, suggesting lack of a

typical PNA structure. Accepting the reconstrucRMA behavior during the early 19
century as accurate and the simulated climatesalsstic, the apparent discrepancy can
only be solved by interpreting the first as a paitair event of internal climate variability,
hence unlikely captured (in its temporal occurrénoea small-size ensemble as the one
at hand. Indeed, a similar discrepancy is foundhim late 1940s for a reconstructed
decadal-scale negative PNA phase (Figure 4c), iagent characterized by prominent

(inter)decadal forcing events.

3.4 Designing new PNA reconstructions

A natural question at this point is whether therenargin to improve reconstructions of
the PNA. Potential for improvement may come, fatamce, from the inclusion of new
and/or better predictors over northwestern Northefioa. Simulations disagree about
whether the skills of the actual TT2010 PNA recamgton and of its synthetic analogs
represent the limit of this reconstruction approg&bme simulationse(g, BCC-CSM1-

1, FGOALS-gl) indicate that the calibration skifl the TT2010 reconstructions is close
to the expectation for the method (Figure S8). thmep simulations, including CCSM4
and IPSL-CM5A-LR, geophysical predictor sets froorthwestern North America tend
to produce R. values above the 0.45-0.55 range, while this rasge the upper tail of
the R distribution in MPI-ESM-P (Figure S8). The subsetspredictors yielding the
highest K. values among the considered random sets delitieatepper bound of this
reconstruction method by the inclusion of improgeedictors. Accordingly, analogously
to Figure 7a, Figure 7b summarizes the skill mstrfor the subset of pseudo-
reconstructions with & values in the upper quartile of thé.Rlistribution. BCC-CSM1-
1, CCSM4 and less so GISS-R24 and IPSL-CM5A-LRcaitdi upper potential for the
TT2010 approach, especially in terms 6§ Rompare panels a and b in Figure 7). This is
not the case for FGOALS-gl, GISS-E2-R25 and MPI-EBMwhose best skill scores
indicate that pseudo-reconstructions from northerestNorth American predictors are
unlikely capable of explaining substantially largeriance than obtained in the actual

TT2010 reconstruction. The simulations also disagabout whether an improved
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selection of predictors would lead to more distisgable reconstruction skills between
PNA and NPI (not shown).

The correlation patterns between the residuals hef PNA pseudo-reconstructions
illustrated in Figures 7a and 8 and North Amerisginter temperatures (Figure 11)
indicate that, consistently among the simulati@msapproach only using predictors from
northwestern North America lacks important inforioatfrom the southwestern and
southeastern United States. Both regions corresfmoblaracteristic regions for the PNA
signature on North American winter temperaturegyfé 2). The residual correlation
patterns and their robustness reflect structuritidacies, and suggest possible changes
in the reconstruction design to improve PNA recargions. Inclusion of temperature
information from the southeastern United Statesldioior instance, reduce the risk of
erroneously interpreting periods of spatially umnifio continental warming/cooling or
moistening/drying over North America as positivgfative PNA phases.

Accordingly, Figure 7c outlines the potential ottheconstruction method through an
improved selection of proxy locations and extendalibration period. In this case, the
predictor sets include temperature sampled fronoxalbcated over Florida instead of
precipitation sampled from the southern box overwestern United States, so that the
model can capture information from the easternmeghtive PNA center (Figures 1 and
2). The potential quality of the PNA pseudo-recangions obtained with this design is
greatly improved according to both considered gkiditrics (compare panels b and c in
Figure 7). The quality of the pseudo-reconstrudistill varies substantially through the
last millennium (not shown), but the risk of peoaf unskillful reconstructions (CE<O0)
is much lower than for a design limited to northtees North America. The pseudo-
reconstructions further display improvement in thegative bias and a substantially
better representation of low-frequency PNA varigpil(Figure S12). However, the
models disagree about which factae( extended calibration period or inclusion of a
temperature predictor for the southeastern UnitateS) more strongly contribute to the
improved results.

In summary, pseudo-proxy experiments appear tomseumental in both the designing
and the assessment of future PNA reconstructioriscolrse, the exemplary design
proposed here represents an ideal setting, andefafoplications of this tool for real-
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world reconstructions would require the pseudo-prexperiments to be designed based

on quality and type of actually available proxies.

4. Discussion

In order to understand the implications of our hssior real-world proxy reconstructions
and for the interpretation of last-millennium clirrasimulations, our discussion
concentrates on three aspects: limitations of #monstruction methods and of our
pseudo-reconstruction design in particular; weakegdn the simulated representation of
the PNA, and of its teleconnections and variahiléyd issues related to (regional)
climate attribution before the observational periadd uncertainties affecting the

simulation of the early-18century climate.

Our pseudo-proxy investigation reveals the inheliemtations of a PNA reconstruction
method solely relying on local geophysical predigtisom northwestern North America.
Assumptions of linearity and stationarity betweecal hydro-climate variability and the
large-scale atmospheric circulation described leyRNA are further weaknesses of the
approach. In our linear definition, the PNA robyafominates winter North American
climate variability (Figures 6), which is an encaging premise for reconstruction
attempts. Nonetheless, the so-defined PNA index moagapture shifts in the location of
the mode’s centers of action and in the associaiedonnections (Raible et al., 2014).

Furthermore, our pseudo-reconstructions can betafleby the non-stationarity of the

teleconnection pattern to North America of othedemof climate variability, like ENSO

(Coats et al., 2013Pseudo-reconstructions suggest that margins txistibstantially

improve the quality of the reconstructed PNA baseda TT2010-like multi-linear
regression method, for instance if the multiple P&&ksitive regions over North
America are more exhaustively represented in tleglipiors’ set and if the calibration
period is extended. However, including temperasaesitive predictors from the
southeastern North America and extending the clidor period to the full 20 century,

as in our pseudo-proxy experiment (Figure 7¢), iagifficult due to the nature of real-
world climate proxies and limitation of observatblata suitable for model calibration.
First, as noted above, the ensemble teleconnegaiterns in Twentieth-Century-
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Reanalysis data — the longest reanalysis produstawvailable — are poorly constrained
during the first half of the 2Dcentury over the Pacific (Raible et al., 2014)effhthe

Northern Hemisphere’s ring-width network shows thdite proxy-responses to
atmospheric modes like the PNA are determined tiynaplex causal chain linking large-
scale circulation, local climate and seasonal gresvth (St. George, 2014). Accordingly,
relatively few chronologies, mostly from the Paziflorthwest and northern Rockies,
significantly respond to the winter PNA (St. Geqrg@14). More generally, real climate-
proxies can be critically affected by noisen Storch et al., 2009and may suffer from

non-stationary climate-proxy relationships that areglected in our perfect-model
framework €.g, Evans et al., 2013; D’Arrigo et al 2008). Thereste however, long
winter precipitation-sensitive, and possibly alsmperature-sensitive, proxies across the
southern United Statee.@, Stahle et al., 1994; St. George, 2014; St. GeargkAult,
2014), upon which future designs of PNA pseudo-mstraction exercises could be

basedAs shown in supplementary Figure S13, the skillamnsemble of TT2010-like

PNA pseudo-reconstructions progressively detemoifatr increasing levels of noise

artificially introduced in the predictors. Skillepend more on the level of noise rather

than on the type of noise, at least for low amowftsioise, in accordance with von

Storch et al. (2009). For a signal-to-noise rafid gFigure S13c,f) explained variances

for the validation period never reach 0.5, and metse generally produces unskKillful

reconstructions.So, our pseudo-proxy investigation is only meant ass idealized
example demonstrating the potential margins of @wpment offered by the
reconstruction method. Its application to a reatld/dPNA reconstruction requires

scrutiny of available data, which we defer to ddfetup dedicated study.

Poor modeling of the PNA-related dynamics is aigitéorward explanation of the early-
19" century discrepancy between the reconstructionthadsimulations. Furthermore,
the realism of our PNA pseudo-reconstructions selom the realism of simulated
patterns, variability and teleconnections of theAPas well as of other hemispheric
modes imprinting on the North American climate. A@&te representation of observed
dominant modes of climate variability and of th&econnections still represents a

challenge for coupled climate simulatiorsg, about ENSO see: Guilyardi et al., 2012;
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Zou et al.,, 2014). Unrealistic simulated represmta of large-scale atmospheric
circulation modes can arise due to biased oceansgihere coupling over remote
regions: Coupled climate models are still affecbyd considerable biases in regional

SSTs and sea ice - especially in the North Atla@@ean - that are associated, in the

Northern Hemisphere, to cold biases resembling Nbethern Hemisphere’'s annular
mode (Wang et al., 2014). This suggests that goodeinperformance in simulating

regional processes may be overridden by the efferemote biases.

Our_definition of the PNA index does not account fmssible displacements of its

centers of actions in simulated patterns comparaddnalyses. An alternative definition

based on empirical orthogonal functions (EOF) tissul PNA indices that share between
half (MIROC-ESM) and almost the whole (CCSM4) totariance with the pointwise-
based PNA indices over the observational period ésmplementary Table S1). Spatial

differences between simulated EOF-based and paethised patterns also vary

considerably across the ensemble (Table S1).rbisyet clear whether and how these

uncertainties related to the index definition affethe details of the pseudo-

reconstructions. The validity of our general cosimus clearly stands for the sub-

ensemble including only models with the most cdrgisPNA indices across the two
definitions (CCSM4, IPSL-CM5A-LR, MPI-ESM-P). v

The marked inter-model differences in the PNA-gritation correlation patterns over
North America and their general disagreement with observed pattern (Figure 3)
highlight the large uncertainties in the connectbmiween large-scale circulation and
local hydro-climates that still affect state-of-the coupled climate simulations. In this
regard, topography largely determines the wavesikecture of the PNA and its surface
signature. Its dominant role was already highlightey TT2010 in describing the

characteristics of their two precipitation-sengtitree-ring series from Montana and
and more visibly its climate fingerprints. This wesemplified here by the stark contrast
between the low-resolution model FGOALS-gl and liigh-resolution model CCSM4

(compare panels ¢ and d in Figures 1-3). With feweptions, topography in the

employed models misses critical plateau elevatitvag are crucial for the onset and

-
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647 sustenance of snowl/ice-related feedbacks (BerdahlRobock, 2013). These could be
648 relevant for the reinforcement/dampening of the &ien High during the development
649 phase of a positive/negative PNA (Ge and Gong, R08&ordingly, these latter model
650 deficiencies can partly explain why inclusion ofegipitation over the Rockies as a

651 predictor degrades the skills of our pseudo-recangbns and yields much weaker skills {Deleted_

-

652 | than the actual TT2010 reconstruction (as discussseéction 2.4). o

653 | A possible solution to the discrepancy betweenrétenstruction and the simulations is

654 | to attribute the reconstructed earlx}ﬁ@enturv positive  PNA phase to internal

655 | variability. Supporting this hypothesis, interdeglgersistent positive PNA phases

656 | emerge in all simulations throughout the last mitlieim without consistent timing

657 | (Figure 4a). However, simulated events are genenahker than the reconstructed event

658 | and the number of those longer than 20 years iguexis (see supplementary Figure

659 | S14). Therefore, notwithstanding the caveats desdriabove about the realism of

660 | simulated PNA dynamics and variability, the reconsted earlv—l@—centurv positive

661 | PNA phase is compatible with an exceptional evdninternal climate variability. A

662 | similar interpretation has been recently proposeth the support of climate simulations,

663 | for reconstructed multidecadal droughts in the lswastern North America during the

[ Deleted: |

664 | last millennium (Coats et al., 2015). Further sufipg this hypothesis, the simulations-

665 | ensemble does not point to coherent positive PN&raties during other periods of the

666 | last millennium with concomitant strong volcaniadmg and weak solar forcing, e.g.,
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667 | the mid 18" and the late I7centuries (Figure 4a).

P { Formatted: Superscript

668 | Under thealternativehypothesis that the reconstructed earl{-t8ntury positive PNA

669 phase is externally driven, the discrepancy betw#e®m reconstruction and the
670 simulations can be explained by common model dafies in the simulated dynamical

671 response to natural forcing and/or by uncertaintthe (reconstructed) imposed external

. . . . . P leted: ise, i
672 | forcing, Supporting fis hypothesis, state-of-the-art coupled climate meddill suffer - !;‘:cfzﬁamyoi,“ei%”,fisZ‘;'Vi's’;%é“;

N attribution

673 from a deficient representation of stratospherid aoupled stratosphere-troposphere\\{Del oted: o fira

674 dynamics (Kodera et al., 1996; Woollings et al.1@0 which affect the simulated
675 response to volcanic (Driscoll et al., 2012; ClmdPerez et al., 2013; Muthers et al.
676 2014) and solar (Gray et al., 2010; Anet et allfdorcing. Furthermore, inter-model
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disagreement about post-eruption oceanic evolutfjerns Ding et al., 2014) shows that
large uncertainties still exist about decadal-sadiimate variability during periods of
strong volcanic forcing and the role of the ocean determining the surface-air
temperature response (Canty et al.,, 2013). Seitgittimulations performed with a
chemistry—climate model demonstrate the importasfcthe Dalton Minimum of solar
activity for the persistence of the hemisphericdc@mperature anomalies of the early
19" century (Anet et al., 2014). Yet, the cold wintemperature anomalies depicted by
these simulations over Alaska during the periodst8825 do not match with the imprint
of a positive PNA. Single-model ensemble climatewations have shown that the 1815
Tambora eruption produces robust large-scale atheogpcirculation anomalies, roughly
corresponding to a positive PNA phase, only in #isence of additional external
disturbances, whereas under full-forcing conditimush positive PNA-like features
become hardly distinguishable (Zanchettin et &1,3&). The same simulation-ensembles
have further demonstrated that internal climateabéity can be a source of uncertainty
for the simulated early-f8century decadal climate evolution as important tias
(reconstructed) imposed forcing (Zanchettin et 20]13a). Moreover, although climate
simulations depict an interannual to decadal PNA/X&sponse to strong tropical
volcanic eruptions (Zanchettin et al., 2012; Wahgle 2012), responses on longer time
scales may be damped by the resilience of thedetadal component of the Pacific

Decadal Oscillation to natural external forcing ighaettin et al., 2013b).

Uncertainty in the external forcing factors actorgthe early-19-century climate further
complicates the attribution of reconstructed anchuited variability. For instance,
reconstructed variations in total solar irradiaaoe affected by considerable uncertainties
(e.g, Schmidt et al., 2011; Shapiro et al., 2011) alb asedeficiencies in accounting for
the spectrum variations for solar forcing and ozasponse (Gray et al. 2010). Debate is
ongoing about how changes in total solar irradiaaffect the tropical oceans, with
different observations and different simulationsagjreeing about whether warming
rather than cooling of the upper tropical Pacifiekpected under enhanced solar activity
(Misios and Schmidt, 2012). Moreover, the radiativepact of tropical volcanic

eruptions is sensitive to the season of the ernf{fioohey et al., 2011; Froelicher et al.,
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2013), and the season of the 1809 tropical erupsostill insufficiently constrained
(Cole-Dai et al., 2009).

5. Conclusions

Our results depict a discrepancy between recoristiuand simulated PNA behavior

during the early 19 century, an exceptionally cold periad the Northern Hemisphere

characterized by concomitant weak solar and strkatganic forcing. According to our

pseudo-proxy investigation, reconstructions basadnorthwestern North American

geophysical predictors are potentially skillful ierms of two different metrics

(coefficient of determination and coefficient ofa). Such an approach following Trouet
and Taylor (2010) is also likely capable of captgrstrong interdecadal positive PNA
phases, like the one reconstructed for the early déntury. However, a number of
sources of uncertainty and potential deficiencies atill present especially at

multidecadal and centennial timescales. Furtherm@seudo-reconstructions based
solely on predictors from northwestern North Amaraften cannot distinguish between
the PNA and the North Pacific Index describingdtrength of the Aleutian Low.

The PMIP3past1000 and historical simulations provide an overall satisfactory
representation of the observed PNA spatial patterd of its imprint on the North
American climate. Simulated pre-industrial PNA exmns show a predominance of
internal variability over forced signals, which ¢bibe used as an argument to explain
why simulations do not robustly exhibit the reconsted positive PNA phase in the early
19" century. Shifting focus to attribution of the restructed anomaly requires
confidence that simulations do not suffer from camnnaeficiencies in the response to
natural forcing, in the applied reconstructed fogcand/or in the internally-generated
climate variability. We need therefore to bettederstand the relative role of externally-
forced and internal climate variability during thee-industrial period.

A refined topography associated with high horizbmteodel resolution appears to be
essential for models to realistically capture thenrection between the large-scale
circulation and the local climatic/environmentainddions upon which a reliable PNA
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reconstruction depends. However, our pseudo-recansins also indicate that there is
margin to substantially improve the available PN&anstruction, in particular through a
more exhaustive representation of the multiple Pd¢Asitive regions over North

America in the predictors’ set. These results fmllstrengthened cooperation between
the climate-proxy and climate modeling communitresrder to improve our knowledge

about the early-19century PNA and to solve the related reconstraesionulations

discrepancy.
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TABLES
Model/simulation | Components and | Natural forcing | Time References
resolutions intervals
BCC-CSM1-1 S: Vieira, V: Gao| P (850¢ -
(rli1p1) 1850)
H (1851-
2012)
CCSM4 (rlilpl) CAM4 S: Vieira, V: Gao P (850-1850) | Landrum et al. (2011)

(1.25°x0.9°L26)/Parallel
Ocean Model 2 (1°L60)

H (1851-2005)

FGOALS-gl (rlilpl)

S/V: Crowley (2000

Jones and Mann

P (1000-1999)

Zhou et al. (2011)

GISS-E2-R (rlilp124) ModelE(2°x S: Vieira, V: | P (850-1850)
2.5°L40)/Russell (1°x| Crowley (2008)
1.25°1.32) H (1851-2005)
GISS-E2-R (rlilp125) ModelE(2°x S: Vieira, V: Gao P (850-1850) | http://data.giss.nasa.gov/mo:
2.5°L40)/Russell (1°x IE/ar5/
1.25°.32) H (1851-2005)
IPSL-CM5A-LR LMDZ5A (1.875°x3.75°| S: Vieira, V: | P (850-1850) Dufresne et al. (2013)
(rli1p1) L39)/NEMO (2° , with| Ammann et al
refinement at the equatqr (2007)
of 0.5°, L31) H (1851-2005)
MIROC-ESM (rlilpl) - P (850-1850)
H (1851-2005)
MPI-ESM-P (rlilpl) ECHAM®6 S: Vieira, V: | P (850-1850) Jungclaus et al. (2014)
(T63L47)/MPIOM(GR15 | Crowley (2008)
L40)

H (1851-2005)

)

Table 1 — Simulations considered in this study.u@uls, from left: model and, in
brackets, simulation; atmospheric and oceanic compis (with resolution in brackets);
applied external forcings for solar (S) and volcakV); considered periods of the
past1000 (P) and historical (H) integrations; refiees/sources of information. Names of
models and simulations follow the acronyms adoptedhe CMIP5 repository. Full
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references for the applied solar and volcanic fgrare: Vieira et al. (2011), Gao et al.
(2008), Crowley (2000), Jones and Mann (2004) armvey et al. (2008).

Figure captions

Figure 1 — Observed and simulated correlation nbapseen the winter PNA index and
winter Z500 time series for the period 1950-2006t<bmark grid points where the
correlation is not significant at 95% confidenceamting for autocorrelation. The green
contours mark the boxes used for the calculatidch@PNA index. In panels b-i, the
numbers reported in the title are the spatial ¢aticns between observed and simulated
patterns calculated for the domain north of 20%d\tlfis purpose NCAR data were
regridded to the model grid).

Figure 2 — Observed and simulated correlation nbapseen the winter PNA index and
winter surface-air-temperature time series forgegod 1950-2005. Dots mark grid
points where the correlation is not significan®a% confidence accounting for
autocorrelation. The green contours mark the bases for the TT2010 reconstruction.
In panels b-i, the numbers reported in the titeethe spatial correlations between
observed and simulated patterns calculated fosliegn land-only domain north of 12°
N (to this purpose NCAR data were regridded tontloelel grid).

Figure 3 — Observed and simulated correlation nbapseen the winter PNA index and
winter precipitation time series for the period @2905. Dots mark grid points where
the correlation is not significant at 95% confideraccounting for autocorrelation. The
green contours mark the boxes used for the TT28ddnstruction. In panels b-i, the
numbers reported in the title are the spatial ¢aticns between observed and simulated
patterns calculated for the shown land-only donmairth of 12° N (to this purpose

NCAR data were regridded to the model grid).

Figure 4 — Simulated, reconstructed and pseudasteccted evolutions of the winter
(djf) PNA index. a) smoothed PNA time series frdma simulations for the whole last
millennium; b) comparison between smoothed andy,thermalized (over the period
1725-1999) PNA time series from the simulations #nredTT2010 reconstruction; c)
comparison between normalized (over the period 4198ID) pseudo-reconstructions
(shown as agreement between pseudo-reconstru@tmnsll the simulations) and the
TT2010 reconstruction. Smoothing in panels a and$ performed through an 11-year
running moving averag®@ots in panel a individuate, for each simulatioccuwrences of
prolonged periods of positive PNA (defined as p#siwhere the normalized smoothed
index is above 1 for at least 15 consecutive ye@t® red bar in panels b and c
highlights the approximate period of the simulasiwaconstruction discrepancy.




1016
1017
1018
1019

1020
1021
1022
1023

1024
1025
1026
1027
1028
1029
1030
1031
1032
1033

1034
1035
1036
1037
1038
1039
1040
1041

1042
1043
1044
1045
1046
1047
1048
1049
1050
1051
1052
1053

1054
1055
1056

Figure 5 — Running-window (31-year) correlationgted winter (djf) PNA with winter
NPI (a), NAO (b) and SOl (c) indices for simulatioftolored lines) and reanalysis
(black thick lines) data. Dots mark when correlati® statistically significant at 95%
confidence accounting for autocorrelation.

Figure 6 — Fractions of total variance of winterrtioAmerican surface air temperatures
(land only grid points within the domain 20-70°M01300°E) explained by winter PNA,
NPI, NAO and SOl indices for individual models. Ma are calculated over decadally-
paced 30-year periods.

Figure 7 — Skill metrics (coefficient of determiivat (R?v) and coefficient of error (CE))
of the ensemble PNA pseudo-reconstructions fofulwwalidation period. Different
panels illustrate results from different recondtiiarcdesigns, summarized on the title of
each panel: a) reconstructions based on geophysidictors from northwestern North
America, with Bc comparable to that of the actual TT2010 recontitm (see methods);
b) same as panel a, but for beét Ralues; c) best® values from an idealized design
including a temperature predictor over Florida. Tilaenbers inside each panel indicate
the minimum and maximum?R values obtained for each model. Insets in eadklpa
map the three boxes from where gridded data arpledrio be included as predictors,
with the name reported in each box (tas: surfacteaiperature, pr: precipitation).

Figure 8 — Skill metric (B for an ensemble of PNA reconstructions based on
geophysical predictors from northwestern North Aiggefor subsequent 30-year periods
(paced at 3-decade intervals). To be comparable TMi2010, only the subset of
reconstructions with &for the 1950-1999 calibration period in the raf@é5-0.55] are
shown, as for Figure 7a. For each 30-year periot, @re minimum, mean and maximum
of R? values, vertical lines indicate the inter-quariileerval of R values. The top
symbols indicate 30-year periods when tRev&ue for NPI (square), SOI (triangle) or
NAO (circle) is, for at least one predictor setitbethan the worse PNA value.

Figure 9 — Pseudo-reconstructions' accuracy inritesg interdecadal positive PNA
phases. Histograms are ensemble (all simulatiangjrical probability distributions of
residuals (predicted value minus true value) framwinter PNA pseudo-reconstructions
obtained following an approach similar to TT201@ dtustrated in Figures 7a and 8 for
(a) target 21-year smoothed PNA values above tfep@6centile and (b) pseudo-
reconstructed 21-year smoothed PNA values abovedheercentile. The black vertical
lines indicate the full-period average residuatsrfrindividual simulations. 90
percentiles are calculated over the full simulaton therefore reflect also full-period
biases in the pseudo-reconstructions. The smoothimgeant to mimic the approximately
20-year duration of the early-£&entury positive PNA phase in the TT2010
reconstructionThe considered positive PNA phases are sampleddhout the
simulations, regardless of their timing.

Figure 10 — Power spectral density of the winteARNIex (blue line) for individual
simulations with associated 95% confidence levieigldashed line) and agreement
between the spectra of the pseudo-reconstructitrasl{ng) obtained following an
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approach similar to TT2010 and illustrated in Fegiva and 8. Agreement is defined, for
a given frequency, as the fraction of total psewmmnstructions having power within 0.1
units/year intervals. All indices are standardized aditay to the 1950-1999

climatology.

Figure 11 — Correlation maps between the ensemiamge residuals (predicted value
minus true value) from the winter (djf) PNA pseuggonstructions obtained following
the TT2010 approach and illustrated in Figuresnth&and winter surface-air-
temperature time series for the pre-industrialqzbtip to 1849. Dots mark grid points
where the correlation is not significant at 95%fidence accounting for autocorrelation.
The green contours mark the boxes used for the TT 28construction.



