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Abstract 19 

Reconstructions of past climate behavior often describe prominent anomalous periods 20 

that are not necessarily captured in climate simulations. Here, we illustrate the contrast 21 

between an interdecadal strong positive phase of the winter Pacific/North American 22 

pattern (PNA) in the early 19th century that is described by a PNA reconstruction based 23 

on tree-rings from northwestern North America, and a slight tendency towards negative 24 

winter PNA anomalies during the same period in an ensemble of state-of-the-art coupled 25 

climate simulations. Additionally, a pseudo-proxy investigation with the same simulation 26 

ensemble allows assessing the robustness of PNA reconstructions using solely 27 

geophysical predictors from northwestern North America for the last millennium. The 28 

reconstructed early-19th-century positive PNA anomaly emerges as a potentially reliable 29 

feature, although the pseudo-reconstructions are subject to a number of sources of 30 

uncertainty and deficiencies are highlighted especially at multidecadal and centennial 31 

timescales. The pseudo-reconstructions demonstrate that the early-19th-century 32 



discrepancy between reconstructed and simulated PNA does not stem from the 33 

reconstruction process. Instead, reconstructed and simulated features of the early-19th-34 

century PNA can be reconciled by interpreting the reconstructed evolution during this 35 

time as an expression of internal climate variability, which is unlikely to be reproduced in 36 

its exact temporal occurrence by a small ensemble of climate simulations. However, firm 37 

attribution of the reconstructed PNA anomaly is hampered by known limitations and 38 

deficiencies of coupled climate models and uncertainties in the early-19th-century 39 

external forcing and background climate state. 40 

 41 

1. Introduction 42 

The Pacific/North American pattern (PNA) is one of the dominant modes of interannual 43 

winter atmospheric variability of the northern extratropics (e.g., Barnston and Livezey 44 

1987; Wallace and Gutzler, 1981). It strongly affects the weather and the hydroclimate of 45 

the North American continent, and contributes to the atmospheric bridge linking Pacific 46 

and Atlantic climate variability (e.g., Raible et al. 2001; Pinto et al., 2010; Baxter and 47 

Nigam, 2013). The behavior of this large-scale atmospheric circulation pattern before the 48 

observational period and its sensitivity to natural external forcing are less understood 49 

compared to other dominant climate modes, partly due to the limited number and 50 

temporal coverage of available PNA reconstructions. In fact, only one major winter PNA 51 

reconstruction, based on tree-rings from northwestern North America, is available and 52 

only goes back to 1725 (Trouet and Taylor, 2010, hereafter: TT2010) (see section 2.1 for 53 

details). Here, we investigate the PNA features described by a multi-model ensemble of 54 

state-of-the-art climate simulations of the last millennium and use pseudo-proxy 55 

experiments (e.g., Lehner et al., 2012; Smerdon, 2012) applied to the same ensemble to 56 

improve our understanding of the PNA’s behavior during the pre-industrial period, 57 

especially during the early 19th century, and to investigate compatibility between climate 58 

simulations and reconstructions. 59 

The PNA pattern consists of a wave train spanning from the subtropical northeastern 60 

Pacific to the Gulf of Alaska, northwestern North America and the southeastern United 61 

States through centers of action of alternating sign (Figure 1). Accordingly, a classical 62 

definition of the PNA index is the sum of the differences between its positive and 63 



negative centers of action (Wallace and Gutzler, 1981). The PNA can be interpreted as an 64 

amplification and dampening of the climatological stationary wave characterizing the 65 

pattern of the polar jet across North America (e.g., Notaro et al., 2006), which explains its 66 

reduced importance during boreal summer. The positive phase of the PNA includes an 67 

anomalously deep Aleutian low and an enhanced ridge-trough pattern across North 68 

America. It produces above-average temperatures over northwestern North America due 69 

to the stronger ridge over the North American Rockies with associated northward 70 

diversion of the westerly flow, and below-average temperatures and drier conditions 71 

across the south-central and southeastern United States due to increased southward 72 

penetration of cold Arctic air masses. The signature is reversed for the negative phase of 73 

the PNA. 74 

On sub-monthly timescales the PNA variability and predictability are largely determined 75 

by internal dynamics of the mid-latitude atmosphere, while on longer timescales they are 76 

most prominently controlled by forcing from sea-surface temperature (SST) signals from 77 

the tropical Pacific (Younas and Tang, 2013). Horel and Wallace (1981) were the first to 78 

identify a connection between the PNA and the equatorial El Niño-Southern Oscillation 79 

(ENSO). Since then, observational and modelling studies have revealed that boundary 80 

conditions relevant for the PNA also include low-frequency SST signals in the extra-81 

tropical North Pacific (Yu and Zwiers, 2007; Yu et al., 2007), remote forcing from the 82 

North Atlantic (Baxter and Nigam, 2013), and upstream conditions determined by the 83 

East Asian jet (e.g., Gong et al., 2007). 84 

Climate simulations of the last millennium indicate increased likelihood of a significantly 85 

weaker Aleutian low after strong tropical volcanic eruptions, suggesting that the PNA can 86 

dynamically respond to volcanic forcing on interannual to decadal time scales 87 

(Zanchettin et al., 2012; Wang et al., 2012). A connection between PNA variability and 88 

natural forcing is also suggested by the TT2010 reconstruction, which shows a prolonged 89 

strong positive phase of the PNA during the early 19th century. Indeed, this period was 90 

characterized by a close succession of strong volcanic eruptions concomitant with a phase 91 

of weak solar activity, both contributing to exceptionally cold climate conditions (Cole-92 

Dai et al., 2009). However, TT2010 attributed the early-19th-century anomalous PNA 93 

phase to the decreased solar irradiance during the Dalton Minimum of solar activity (ca. 94 



1790-1830), without discussing possible implications from the concomitant volcanic 95 

cluster. 96 

The selection of proxy locations is crucial for the robustness and reliability of 97 

reconstructions of large-scale circulation modes (Lehner et al., 2012). Decadal-scale 98 

shifts in the centers of action of atmospheric modes like the North Atlantic Oscillation 99 

(NAO) or the PNA are associated with non-stationarities in the imprint of such 100 

teleconnection patterns on local precipitation and temperature (Raible et al. 2006; Coats, 101 

et al., 2013; Moore et al. 2013; Raible et al., 2014). Accordingly, the ring-width response 102 

to atmospheric modes like the PNA and the NAO is spatially heterogeneous due to the 103 

complex causal chain linking climate modes, local environment and seasonal tree growth 104 

(St. George, 2014). Reflecting such heterogeneity, the prolonged positive PNA phase in 105 

the early 19th century becomes less prominent if proxies from other PNA-sensitive 106 

regions are considered, such as river catchments in western-central British Columbia 107 

(Starheim et al., 2013) or lakes from the north-eastern United States (Hubeny et al., 108 

2010). 109 

Twentieth-Century-Reanalysis data suggest that the PNA centers of action are less 110 

variable in space than, e.g., the NAO (Raible et al. 2014). However, the risk of 111 

insufficient coverage and representation of its different centers of action – hence of poor 112 

reconstruction – is considerable for the PNA due to the complexity of its pattern and the 113 

strong interdependencies with surrounding or even superposing modes of variability. For 114 

instance, over the last six decades and especially in winter the PNA is practically 115 

indistinguishable from the inverted North Pacific Index (NPI) describing the sea-level 116 

pressure (SLP) variability in the Aleutian low region. However, there is no indication so 117 

far about whether the NPI and the PNA (and their signatures on regional temperature and 118 

precipitation) can become distinguishable over periods of decades or longer. Similarly, 119 

late-winter temperature reconstructions in western North America, i.e., a region where 120 

the PNA climatic imprint is strong, have been recently used to test whether strong 121 

tropical volcanic eruptions induce a preferred phasing of ENSO (Wahl et al., 2014). 122 

However, the simulated teleconnection between ENSO and North America climate is 123 

nonstationary on multidecadal timescales (Coats et al., 2013). The possible superposition 124 

of regional climate signatures of different large-scale modes (like ENSO, PNA and NPI) 125 



and their possible nonstationarity poses a challenge for any reconstruction attempt using 126 

climate-proxies from affected regions, in particular to produce robust and unambiguous 127 

reconstructions. There is therefore a need to assess the robustness of proxy-based PNA 128 

reconstructions: If the TT2010 reconstruction was found to accurately capture the past 129 

PNA behavior, the reconstructed prolonged strong positive PNA phase during the early 130 

19th century would represent an important feature to address in coupled climate 131 

simulations. Its robust reproduction by climate simulations would be strong evidence for 132 

its externally-driven nature, while the opposite would suggest two possibilities: either an 133 

episodic excitation consistent with internal variability, or limited realism of climate 134 

models due to common deficiencies. 135 

Thus, this study aims at answering the following questions: Is the reconstructed 136 

prolonged, strong positive PNA phase during the early 19th century reliable? What can 137 

we learn from available climate simulations of the last millennium about its attribution? 138 

To answer these questions we compare simulated and observed/reconstructed PNA 139 

features, and perform a series of pseudo-proxy experiments on a multi-model ensemble. 140 

We also extend our pseudo-proxy investigation to determine whether margins exist to 141 

substantially improve the PNA reconstruction. 142 

 143 

2. Data and methods 144 

2.1 The TT2010 PNA reconstruction 145 

The TT2010 reconstruction of the winter PNA covers the period 1725–1999. It is based 146 

on a multiple regression model using three winter climate sensitive tree-ring records from 147 

the western United States as predictors (TT2010). The predictors were sampled from 148 

three regions, whose location is marked by the green boxes in Figure 2 and that are 149 

hereafter referred to as “Alaska” (northern box, here defined as: [60-70]ºN, [120-150 

160]ºW), “Montana” (middle box, [50-60]ºN, [115-135)ºW) and “Wyoming” (southern 151 

box, [35-50)ºN, 107.5-125ºW]), respectively. The Alaskan predictor is most sensitive to 152 

winter temperature; the predictor from Montana captures winter precipitation in a 153 

relatively high-elevation site whereas the  predictor from Wyoming captures both 154 

autumn/winter precipitation and summer temperature in a relatively low-elevation, semi-155 

arid site (TT2010). The latter two predictors show opposite sensitivity to precipitation 156 



despite their close location, highlighting the role of regional topographical features in 157 

determining the relationship between the biological sensor and the local environmental 158 

conditions. The combination of the selected three tree-ring series explains 49 % of the 159 

variance of the winter PNA index for the calibration period 1949-1999 (TT2010). 160 

The TT2010 PNA reconstruction shows a prolonged period of positive PNA, with a peak 161 

in 1800–1820. The early-19th-century positive PNA phase was interpreted as a response 162 

to the decreased solar irradiance since it coincides with the period of weak solar activity 163 

known as Dalton Minimum and since subsequent periods of weak solar activity similarly 164 

correspond to positive PNA anomalies (TT2010). Radiatively forced warming of eastern 165 

tropical Pacific SST associated with cold SST anomalies in the Aleutian Low region - 166 

corresponding to an in-phase behavior between positive anomalies of both ENSO and the 167 

Pacific Decadal Oscillation - was reported as a possible dynamical explanation for the 168 

connection between decreased solar irradiance and positive PNA phase. TT2010 did not 169 

discuss the possible implications of the strong volcanic eruptions during the early 19th 170 

century. Possible mechanisms underlying volcanically-forced PNA variability include 171 

both tropical-extratropical coupling via volcanically-forced changes of ENSO (e.g., Li et 172 

al., 2013) and extratropical processes via, e.g., sea-ice responses in the Gulf of Alaska 173 

and the Bering Strait region (e.g., Zanchettin et al., 2014). 174 

 175 

2.2 Observational and simulated data 176 

We use monthly-mean data obtained from the NCEP reanalysis (Kalnay et al., 1996; 177 

Kistler et al., 2001) for the period 1948-2013 as reference data for the observational 178 

period. The data were provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, 179 

USA. The NCEP reanalysis dataset suits our needs since it encompasses the calibration 180 

period used in the TT2010 reconstruction. The Twentieth Century Reanalysis (Compo et 181 

al., 2011) extends further back in time, but the ensemble teleconnection patterns over the 182 

Pacific from this dataset are poorly constrained during the first half of the 20th century 183 

(e.g., Raible et al., 2014). 184 

We include outputs from the past1000 and the follow-up historical climate simulations 185 

from seven coupled general circulation and Earth system models contributing to the third 186 

phase of the Paleoclimate Modelling Intercomparison Project (PMIP3, Braconnot et al., 187 



2012). All simulations are full-forcing simulations, i.e., they describe the combined 188 

effects of all major natural and anthropogenic external forcing factors acting during the 189 

last millennium (Schmidt et al., 2013). Two simulations are considered for the GISS-E2-190 

R model (hereafter referred to as GISS-E2-R24 and GISS-E2-R25, respectively), which 191 

differ in the considered external forcing inputs. Table 1 provides a summary of the main 192 

characteristics of the models and simulations considered. 193 

Bothe et al. (2013) provide an assessment of the probabilistic and climatological 194 

consistency of the PMIP3-past1000 simulations relative to proxy-based reconstructions 195 

under the paradigm of a statistically indistinguishable ensemble. They diagnose 196 

distributional inconsistencies between ensemble-simulated surface-air temperatures and 197 

the global temperature field reconstruction of Mann et al. (2009) over large areas of the 198 

globe, including PNA-sensitive regions over North America (see their Figure 1). These 199 

full-period inconsistencies originate mainly from differences in multicentennial to 200 

millennial trends (Bothe et al., 2013). By contrast, the ensemble was found to be 201 

probabilistically consistent with the reconstructed annual temperatures for the North 202 

America Southwest since year 1500 (Wahl and Smerdon, 2012). 203 

 204 

2.3 Indices and definitions 205 

The following indices and definitions are considered based on monthly-mean data: 206 

• the PNA is calculated using the modified pointwise method currently adopted by 207 

the NOAA-CPC and applied to 500 hPa geopotential height (Z500) data. The 208 

index is defined as Z*[15-25ºN; 180-220ºE] - Z* [40-50ºN; 180-220ºE] + Z*[45-60ºN; 235-255ºE] - 209 

Z* [25-35ºN; 270-290ºE], where Z* denotes monthly Z500 anomalies from the respective 210 

climatological value, and the suffix [x] indicates spatial averaging over the 211 

domain x. We briefly discuss a different definition of the PNA index in section 4; 212 

• the NAO index is calculated based on the latitude-longitude 2-box method by 213 

Stephenson et al. (2006) applied on Z500 data, i.e., as the pressure difference 214 

between spatial averages over [20-55ºN; 90ºW-60ºE] and [55-90ºN; 90ºW-60ºE]; 215 

• the NPI is calculated using the definition from Trenberth and Hurrel (1994) 216 

applied to SLP data. The index is computed as the spatial SLP averaged over [30-217 



65ºN; 160-220ºE], so that positive phases of the index indicate a weaker-than-218 

normal Aleutian low and the opposite holds for the negative phases; 219 

• the SOI is calculated based on a modified version of the Tahiti-Darwin index. It is 220 

defined as the difference between the average SLP over the domains [20-15ºS; 221 

147-152ºW] and [15-10ºS; 128.5-133.5ºE]. The SOI is here preferred to SST-222 

based ENSO indices since we focus on the atmospheric component of ENSO. 223 

Indices are not standardized by default in order to highlight inter-model differences in the 224 

climatology and in the amplitude of fluctuations associated with the indices. 225 

 226 

2.4 Pseudo-proxy experiments 227 

Pseudo-proxy experiments are conducted to test the robustness and potential skills of 228 

PNA reconstructions using solely geophysical predictors from northern North America. 229 

Millennium-scale transient simulations from climate models provide a long and 230 

physically consistent framework where paleoclimate reconstruction methods can be 231 

altered and evaluated systematically in absence of the spatial and temporal discontinuities 232 

of the real-world climate-proxy networks (Smerdon, 2012). In particular, they may allow 233 

determining an upper limit in the accuracy of the reconstruction of large-scale modes 234 

under limited spatial sampling. 235 

Our pseudo-proxy experimental approach is meant as a generalization of the method used 236 

in TT2010. Specifically, the reconstruction is based on a multi-linear least-square 237 

regression model of general form: yt = Σi=1:Naixi
t + y0 + εt, where yt is the reconstructed 238 

value at time step t, N is the number of predictors, ai is the regression coefficient of the ith 239 

predictor xi, y0 is the intercept and εt is the residual at time step t. All data are normalized 240 

based on the full period before the pseudo-proxy experiments are conducted. 241 

Pseudo-reconstructions are performed as follows: first, the pool of candidate predictors 242 

including temperature and precipitation data is determined by defining three regions over 243 

North America. Then, an ensemble of predictor-sets is built by iteratively (up to 1000 244 

times) and randomly sampling one grid-point data from each region. Finally, an ensemble 245 

of PNA pseudo-reconstructions is obtained by using the built sets in a multi-linear 246 

regression. So, the robustness of PNA pseudo-reconstructions with a TT2010-like design 247 

is tested using predictor sets that mimic the quality of the TT2010 reconstruction. 248 



Accordingly, we consider only pseudo-reconstructions with R2 skill metric in the range 249 

between 0.45 and 0.55 for the calibration period (R2
c), i.e., the selection is based on 250 

calibration skills instead of on a preliminary screening of climate proxies. 251 

We follow a perfect-model approach with noise-free predictors, and the considered range 252 

of R2
c is meant to account for the possible effects of noise in the actual climate proxies. 253 

The inclusion of noise in the predictors and its influence on the results are briefly 254 

investigated with a series of pseudo-proxy experiments where predictors are artificially 255 

perturbed by different types and levels of noise (section 4). Skill metrics calculated for 256 

such noise-free predictor sets and regression models, but using other climate indices as 257 

validation target instead of the PNA, clarify whether these pseudo-reconstructions 258 

distinguish the PNA from other modes influencing North American regional climates. 259 

Additionally, the PNA pseudo-reconstructions pertaining to the upper quartile of R2
c for 260 

each simulation provide a crude estimate of the quality of PNA reconstructions 261 

obtainable with a TT2010-like method for the given set of sampling regions. An 262 

exemplary different set of regions is also considered in the same reconstruction approach 263 

to assess whether regions not included in the TT2010 design may allow for a notable 264 

improvement in the accuracy and robustness of PNA reconstructions. 265 

Skill metrics include R2 and coefficient of error (CE) (Cook et al., 1994). CE is defined 266 

as [1 – Σt=1:M(xt-yt)
2/Σt=1:M(xt-xmv)

2], where xt and yt are the observed and the predicted 267 

index in year t, respectively. xmv is the observed mean index over the validation period 268 

and M is the number of years in the validation period. R2 values are also calculated for 269 

successive 30-year periods to highlight the robustness of the pseudo-reconstructions over 270 

different interdecadal periods. 271 

Unlike in TT2010, the predictors sampled herein from the “Montana” (middle) and 272 

“Wyoming” (southern) boxes are winter temperature and precipitation, respectively. This 273 

choice guarantees that our pseudo-reconstructions encompass the desired R2
c range in all 274 

models, which is hardly achieved for pseudo-proxies from these regions following the 275 

original definition. In particular, reconstruction skills considerably degrade if the 276 

predictor for “Wyoming” is defined as summer temperature instead of winter temperature 277 

(see section 2.1). This does not affect the generality of our conclusions, since we aim at 278 

testing PNA reconstructions based solely on local geophysical predictors from 279 



northwestern North America, not at replicating the linkage between biological sensors 280 

and the local environmental forcing at the basis of the TT2010 reconstruction. 281 

All the following analyses are performed using winter-average (DJF) data and using 282 

1950-1999 as the calibration period, unless specified otherwise. Furthermore, unless 283 

specified otherwise, the validation period is defined as the period spanning from the 284 

beginning of the simulation to the last year before the calibration period. The use of 285 

unsmoothed data limits the effect of high autocorrelation leading to spurious high skills 286 

metrics (Macias-Fauria et al., 2012). 287 

 288 

3. Results 289 

3.1 Simulated PNA during the observational period 290 

First, we assess whether the employed models/simulations represent the 291 

observed/reanalyzed dominant large-scale circulation and associated surface-air 292 

temperature and precipitation patterns with sufficient accuracy for the observational 293 

period. This comparison guarantees that they are suitable for the subsequent analyses. 294 

The four centers of the observed PNA wave-pattern are generally well captured by the 295 

simulations (Figure 1). A number of simulations, and most noticeably GISS-R24/-R25 296 

(Figure 1e,f), display a weaker tropical center in the Pacific suggesting a weaker 297 

connection between tropics and extra-tropics. Higher model resolution does not 298 

systematically improve the overall quality of the hemispheric pattern. For instance, the 299 

PNA imprint over the Arctic as well as the Pacific-Atlantic teleconnection are too strong 300 

in the highly-resolved CCSM4 (Figure 1c). The PNA pattern of the lowest-resolution 301 

model (FGOALS-gl) has an overall weaker hemispheric imprint and the negative center 302 

over Florida is displaced westward over Mexico (Figure 1d), possibly reflecting an 303 

inadequate representation of the Rocky Mountains. 304 

A similar behavior is found for the simulated spatial patterns of NPI (see supplementary 305 

Figure S1). Most noticeably, the NPI pattern in FGOALS-gl includes strong negative 306 

correlations over Central North America, again pointing to low-resolution topographic 307 

issues. All simulations show a good representation of the NAO pattern over the North 308 

Atlantic/Europe and China, but often overestimate its signature over the North Pacific 309 

(Figure S2). The simulation of the SOI pattern is a challenge for most of the models, 310 



especially concerning its signature over the extra-tropical North Pacific and North 311 

America (Figure S3). 312 

Our pseudo-reconstruction approach also requires that simulations produce reliable 313 

imprints of the PNA - as well as of NPI, SOI and NAO - on North American winter 314 

surface-air temperature and precipitation (Figures 2 and 3). The observed correlation 315 

pattern between PNA and continental temperature is characterized by an approximately 316 

meridional stretch of positive correlations along the eastern coast of the Pacific Ocean, 317 

which extends eastward into continental regions at mid to polar latitudes, and by a center 318 

of negative correlation over the Sargasso Sea/Florida (Figure 2a). Simulations capture 319 

both features with varying quality (Figure 2b-i). For instance, the Sargasso Sea/Florida 320 

center is displaced in BCC-CSM1-1 and FGOALS-gl, while it is underrepresented in 321 

GISS-E2-R25, IPSL-CM5A-LR and slightly so in MIROC-ESM. Overall, FGOALS-gl 322 

features the worst representation of this correlation pattern possibly due to the 323 

deficiencies noticed above in the 500 hPa PNA pattern. Similar conclusions can be drawn 324 

about the NPI signature on winter North American temperatures (Figure S4). Simulations 325 

and reanalyses consistently point to a limited imprint of NAO and SOI on winter North 326 

American temperatures (Figures S5 and S6), which for both modes partly superposes 327 

with PNA signals. 328 

Similar considerations could be derived for winter precipitation, but correlation patterns 329 

between large-scale circulation modes and precipitation over land are patchier than for 330 

temperature. Overall, the quality of simulated precipitation patterns compared to 331 

reanalyses is clearly poorer than for temperature. Both reanalyses and simulations 332 

indicate locally significant negative correlations between PNA and precipitation in the 333 

mid-latitude United States (i.e., wetter conditions under negative PNA, and vice versa), 334 

but with substantial differences in the details of the pattern (Figure 3). An important 335 

robust feature is that all simulations except GISS-E2-R25 indicate weak negative 336 

correlations over the central Rocky Mountains (Figure 3b-i), a region where 337 

precipitation-sensitive proxies were screened for the TT2010 reconstruction. 338 

In summary, the correlation patterns reveal a marked heterogeneity between simulations 339 

in the quality of their representation of dominant large-scale circulation modes and 340 

associated imprint on the North American climate. Of course, the spatial patterns are 341 



derived from the chosen 50-year period within single transient simulations, and are 342 

therefore not necessarily representative of the quality of the different models. Still, some 343 

general features are recognizable: A coarsely resolved North American topography and a 344 

poor representation of tropical and extra-tropical Pacific interactions are likely two major 345 

challenges limiting the quality of the simulated PNA imprints. The most apparent issues 346 

concern FGOALS-gl, potentially due to its coarser resolution compared to the other 347 

models. 348 

  349 

3.2 Simulated PNA features during the last millennium 350 

The evolution of the winter PNA index throughout the last millennium shares little 351 

resemblance between the different simulations (Figure 4a), which is indicative of a 352 

limited effect of the external forcing since the latter is very similar across the ensemble. 353 

Decadal and interdecadal phases of strong positive or, similarly, strong negative PNA 354 

appear at different periods in different simulations, suggesting that, in general, the PNA is 355 

mostly determined by internal variability at these time scales. No simulation displays a 356 

prolonged strong positive PNA phase during the early 19th century as featured by the 357 

TT2010 reconstruction, but decadal-scale positive PNA anomalies of similar relative 358 

amplitude emerge sporadically in the ensemble during different periods (see dots in 359 

Figure 4a). Such prolonged positive-PNA events are, however, rare. Unlike in the 360 

reconstruction, the early 19th century is characterized by predominant negative PNA 361 

trends in the simulations (the period of discrepancy is highlighted by a horizontal red bar 362 

in Figure 4b). 363 

Running-window correlations between the PNA index and the other indices provide a 364 

simple assessment of the variable strength of PNA teleconnections in the different 365 

simulations. Reanalysis data indicate that winter PNA and NPI are practically 366 

indistinguishable: the two indices are robustly highly anti-correlated (thick black line in 367 

Figure 5a). Simulations consistently feature significant negative PNA-NPI correlations 368 

through the last millennium, although with considerable differences within the ensemble 369 

concerning strength and stationarity of the statistics (Figure 5a). CCSM4 produces the 370 

strongest and most robust correlations, which overlap with values from reanalyses, 371 

whereas FGOALS-gl produces the weakest and most time-varying correlations. The 372 



simulated winter PNA-NAO correlations are generally weak and negative during the last 373 

millennium, in agreement with the non-significant and strongly varying statistics from 374 

reanalysis data (Figure 5b). Some simulations feature multidecadal periods when the 375 

negative correlation becomes statistically significant, suggestive of a temporarily strong 376 

atmospheric connection between North Pacific and North Atlantic sectors. This is 377 

especially the case for CCSM4 (compare also superposing patterns in Figure 1c and 378 

Figure S2c). The negative PNA-NAO correlations represent periods when the 379 

atmospheric bridge linking Pacific and Atlantic climate variability is active (for a 380 

dynamical description see, e.g., Raible et al. 2001; Pinto et al., 2010; Baxter and Nigam, 381 

2013). Decadal active phases of such bridge in the form of persistent negative 382 

PNA/positive NAO pattern have been attributed to both, internal variability (Pinto et al., 383 

2010) and strong volcanic forcing (Zanchettin et al., 2012). The winter PNA-SOI 384 

correlation is significantly negative in the reanalyses, though not very strong (Figure 5c). 385 

CCSM4 produces PNA-SOI correlations that remain robustly around this observed value 386 

throughout the last millennium, while the other simulations produce generally lower and 387 

more variable correlations (Figure 5c). In BCC-CSM1-1, MPI-ESM-P and MIROC 388 

correlations between SOI and both PNA and NPI (the latter not shown) are only 389 

sporadically significant, meaning that these models feature a weak connection between 390 

tropical and extra-tropical North Pacific. Note that these results do not qualitatively 391 

change if running-window correlations are calculated over longer periods. 392 

Changes in the relative importance of large-scale modes for North American winter 393 

climate variability during the last millennium are assessed by comparing the fractional 394 

variances of North American surface-air temperature and precipitation that are explained 395 

by the different indices over sliding 30-year periods paced at one-decade intervals. The 396 

winter PNA is the dominant mode of simulated North American winter temperature 397 

variability among the considered indices (PNA, NPI, ENSO), generally explaining 398 

around 20% of the total variance (Figure 6). Only for FGOALS-gl there are several 399 

periods when the NPI becomes more dominant than the PNA. The strength of all index 400 

signatures changes through time. The fraction of North American winter precipitation 401 

variability explained by the indices is generally below 10%, and the dominance of PNA 402 

over the other indices is less clear than for temperature (Figure S7). 403 



In summary, internal variability is an important factor for the simulated PNA during the 404 

pre-industrial millennium. The ensemble markedly disagrees with the TT2010 405 

reconstruction, whose strong positive phase in the early 19th century was interpreted as 406 

resulting from a strong PNA response to solar forcing (TT2010). Correlations between 407 

indices reveal substantial differences in the simulated representation of teleconnections 408 

both within the ensemble and in comparison to reanalyses. Among the considered 409 

indices, PNA generally explains the largest fraction of North American winter 410 

temperature variability. Only FGOALS-gl features prolonged periods when PNA and 411 

NPI explain comparable fractions of North American winter temperature variability. We 412 

are therefore confident that through proper sampling of precipitation and especially 413 

temperature proxies over North America, pseudo-reconstructions are able to express 414 

robust PNA signals rather than signals from other indices. 415 

 416 

3.3 PNA pseudo-reconstructions 417 

First, we validate the reconstruction approach in TT2010. This is done in a perfect model 418 

framework by testing whether a reconstruction design based solely on geophysical 419 

predictors from northwestern North America can provide meaningful pseudo-420 

reconstructions of the PNA. We use only predictor sets that provide a calibration skill 421 

comparable to that of the actual TT2010 reconstruction (Figure S8 summarizes the full-422 

ensemble of pseudo-reconstruction calibration skills). 423 

The so-obtained PNA pseudo-reconstructions are generally skillful according to both 424 

employed full-validation metrics (R2v and CE): only a few pseudo-reconstructions give 425 

CE values below 0, meaning they have no predictive skill and are hence unacceptable 426 

(Figure 7a). R2v values can exceed the imposed R2
c range (see columns of numbers in 427 

Figure 7a). In some simulations, different performance between the validation and 428 

calibration periods can be related to the presence of significant local trends in North 429 

American winter temperatures during the latter period (Figure S9) that are mostly due to 430 

strong anthropogenic forcing imposed in the second half of the 20th century. For some 431 

simulations and predictor sets, the validation-period R2 values (R2v) for the PNA overlap 432 

with those from the NPI (Figure S10), meaning that in these cases the pseudo-433 



reconstructions are hardly effective in distinguishing PNA-related features from other 434 

signals. 435 

The robustness of a reconstruction through time is a major concern for its reliability. 436 

Figure 8 shows that for the same set of predictors used for Figure 7a the R2 skill of the 437 

pseudo-reconstructions changes remarkably through time: There are periods when the 438 

pseudo-reconstructions from one simulation are consistently poorer, other periods when 439 

they are consistently better, and there is generally a large spread in the quality of the 440 

pseudo-reconstructions. The multidecadal and centennial variations of R2 suggest that 441 

there is structural uncertainty on these time scales. Note that, since metrics are calculated 442 

based on deviations from the 30-year average, the so-defined R2 describes the 443 

reconstruction skills mostly on interannual to decadal variability. The CE metric, which 444 

accounts for the 30-year mean state, is characterized by non-stationarity and inter-model 445 

spread similar to R2 (not shown). Running-window statistics further indicate that the 446 

models substantially differ concerning the comparative skills of reconstructed indices 447 

(top panel of Figure 8): in some models, and most noticeably in GISS-E2-R, the skills for 448 

the PNA are often not better than for NPI; in other models, like MPI-ESM-P and BCC-449 

CSM1-1, the skills for the PNA are better than for all other indices. We conclude that the 450 

approach is effective in distinguishing the reconstructed PNA from other indices only for 451 

the latter models. 452 

Another of our main objectives is to assess the robustness of the interdecadal strong 453 

positive PNA phase identified by the TT2010 reconstruction in the early 19th century. 454 

Figure 8 shows particularly large inter-model spread in the R2 metric during the late 18th 455 

and early 19th centuries, with some simulations performing very well (IPSL-CM5A-LR, 456 

GISS-E2-R25 and MPI-ESM-P) while others show some of the poorest skills in the entire 457 

millennium (e.g., BCC-CSM1-1 and GISS-E2-R25). It should be noted that the PNA 458 

pseudo-reconstructions are generally biased towards negative PNA values (black vertical 459 

lines in Figure 9). This is mainly due to the fact that most simulations have strong local 460 

trends in 20th century temperatures (Figure S9), which result in PNA pseudo-461 

reconstructions roughly following a hockey-stick shape over the last millennium. As a 462 

consequence of this bias, our pseudo-reconstructions tend to underestimate interdecadal 463 

phases of very strong positive PNA that are detected throughout the simulations (see the 464 



negatively-centered histogram in Figure 9a). By contrast, interdecadal phases of strong 465 

positive PNA in the pseudo-reconstructions seem to describe the actual PNA conditions 466 

more accurately, as shown by the rather symmetric, almost zero-centered probability 467 

distribution of ensemble residuals for these events (Figure 9b). So, whereas actually 468 

simulated prolonged strong positive PNA phases may not be correctly captured by 469 

pseudo-reconstructions, prolonged strong positive phases emerging in the pseudo-470 

reconstructions are generally ‘true’. 471 

There are further concerns about the capability of pseudo-reconstructions to accurately 472 

capture the PNA low-frequency variability. We find that pseudo-reconstructions tend to 473 

overestimate the amplitude of multidecadal-to-centennial fluctuations (Figure 10). In 474 

some simulations, like BCC-CSM1-1, CCSM4, FGOALS-gl and MPI-ESM-P, the 475 

spectra of the pseudo-reconstructions entail large-amplitude peaks in this frequency band 476 

that do not appear in the spectrum of the actual index. GISS-E2-R and MIROC, by 477 

contrast, produce pseudo-reconstructions whose spectra agree fairly well with that of the 478 

simulated PNA. The different agreement between pseudo-reconstruction-spectra and the 479 

actual PNA spectrum implies that the models disagree about whether i) the low-480 

frequency temperature and precipitation excursions captured by the pseudo-proxies are 481 

related to the PNA and/or whether ii) the PNA reacts to the same low-frequency forcing 482 

as the temperature and precipitation pseudo-proxies do. Combining evidence from 483 

Figures 8, 9 and 10, we conclude that the errors in the pseudo-reconstructed prolonged 484 

positive PNA phases and, more generally, the variable skills of pseudo-reconstructions on 485 

multidecadal and centennial time scales reflect misrepresentation of low-frequency PNA 486 

variability by the pseudo-reconstructions. This casts doubt on the reliability of the early-487 

19th-century PNA event identified by the TT2010 reconstruction. 488 

Considering PNA pseudo-reconstructions instead of the actually simulated PNA indices 489 

does not solve the discrepancy between simulations and the TT2010 reconstruction 490 

during the early 19th century (Figure 4c). In fact, none of the simulations displays 491 

significant positive winter temperature anomalies over northwestern North America 492 

during the period 1800-1820 (Figure S11), which would be consistent with a positive 493 

phase in the PNA pseudo-reconstructions following the current definition. Instead, the 494 



anomalous patterns are characterized by a marked heterogeneity, suggesting lack of a 495 

robust response to external forcing across the models, with no pattern resembling the 496 

typical PNA structure. Accepting the reconstructed PNA behavior during the early 19th 497 

century as accurate and the simulated climates as realistic, the apparent discrepancy can 498 

only be solved by interpreting the first as a particular event of internal climate variability, 499 

hence unlikely captured (in its temporal occurrence) in a small-size ensemble as the one 500 

at hand. Indeed, a similar discrepancy is found in the late 1940s for a reconstructed 501 

decadal-scale negative PNA phase (Figure 4c), a period not characterized by prominent 502 

(inter)decadal forcing events. 503 

 504 

3.4 Designing new PNA reconstructions 505 

A natural question at this point is whether there is margin to improve reconstructions of 506 

the PNA. Potential for improvement may come, for instance, from the inclusion of new 507 

and/or better predictors over northwestern North America. Simulations disagree about 508 

whether the skills of the actual TT2010 PNA reconstruction and of its synthetic analogs 509 

represent the limit of this reconstruction approach: Some simulations (e.g., BCC-CSM1-510 

1, FGOALS-gl) indicate that the calibration skill of the TT2010 reconstructions is close 511 

to the expectation for the method (Figure S8). In other simulations, including CCSM4 512 

and IPSL-CM5A-LR, geophysical predictor sets from northwestern North America tend 513 

to produce R2c values above the 0.45-0.55 range, while this range is in the upper tail of 514 

the R2
c distribution in MPI-ESM-P (Figure S8). The subsets of predictors yielding the 515 

highest R2
c values among the considered random sets delineate the upper bound of this 516 

reconstruction method by the inclusion of improved predictors. Accordingly, analogously 517 

to Figure 7a, Figure 7b summarizes the skill metrics for the subset of pseudo-518 

reconstructions with R2c values in the upper quartile of the R2
c distribution. BCC-CSM1-519 

1, CCSM4 and less so GISS-R24 and IPSL-CM5A-LR indicate upper potential for the 520 

TT2010 approach, especially in terms of R2
v (compare panels a and b in Figure 7). This is 521 

not the case for FGOALS-gl, GISS-E2-R25 and MPI-ESM-P, whose best skill scores 522 

indicate that pseudo-reconstructions from northwestern North American predictors are 523 

unlikely capable of explaining substantially larger variance than obtained in the actual 524 

TT2010 reconstruction. The simulations also disagree about whether an improved 525 



selection of predictors would lead to more distinguishable reconstruction skills between 526 

PNA and NPI (not shown). 527 

The correlation patterns between the residuals of the PNA pseudo-reconstructions 528 

illustrated in Figures 7a and 8 and North American winter temperatures (Figure 11) 529 

indicate that, consistently among the simulations, an approach only using predictors from 530 

northwestern North America lacks important information from the southwestern and 531 

southeastern United States. Both regions correspond to characteristic regions for the PNA 532 

signature on North American winter temperatures (Figure 2). The residual correlation 533 

patterns and their robustness reflect structural deficiencies, and suggest possible changes 534 

in the reconstruction design to improve PNA reconstructions. Inclusion of temperature 535 

information from the southeastern United States would, for instance, reduce the risk of 536 

erroneously interpreting periods of spatially uniform continental warming/cooling or 537 

moistening/drying over North America as positive/negative PNA phases. 538 

Accordingly, Figure 7c outlines the potential of the reconstruction method through an 539 

improved selection of proxy locations and extended calibration period. In this case, the 540 

predictor sets include temperature sampled from a box located over Florida instead of 541 

precipitation sampled from the southern box over the western United States, so that the 542 

model can capture information from the easternmost negative PNA center (Figures 1 and 543 

2). The potential quality of the PNA pseudo-reconstructions obtained with this design is 544 

greatly improved according to both considered skill metrics (compare panels b and c in 545 

Figure 7). The quality of the pseudo-reconstructions still varies substantially through the 546 

last millennium (not shown), but the risk of periods of unskillful reconstructions (CE<0) 547 

is much lower than for a design limited to northwestern North America. The pseudo-548 

reconstructions further display improvement in the negative bias and a substantially 549 

better representation of low-frequency PNA variability (Figure S12). However, the 550 

models disagree about which factor (i.e., extended calibration period or inclusion of a 551 

temperature predictor for the southeastern United States) more strongly contribute to the 552 

improved results. 553 

In summary, pseudo-proxy experiments appear to be instrumental in both the designing 554 

and the assessment of future PNA reconstructions. Of course, the exemplary design 555 

proposed here represents an ideal setting, and future applications of this tool for real-556 



world reconstructions would require the pseudo-proxy experiments to be designed based 557 

on quality and type of actually available proxies. 558 

 559 

4. Discussion 560 

In order to understand the implications of our results for real-world proxy reconstructions 561 

and for the interpretation of last-millennium climate simulations, our discussion 562 

concentrates on three aspects: limitations of the reconstruction methods and of our 563 

pseudo-reconstruction design in particular; weaknesses in the simulated representation of 564 

the PNA, and of its teleconnections and variability; and issues related to (regional) 565 

climate attribution before the observational period and uncertainties affecting the 566 

simulation of the early-19th-century climate. 567 

Our pseudo-proxy investigation reveals the inherent limitations of a PNA reconstruction 568 

method solely relying on local geophysical predictors from northwestern North America. 569 

Assumptions of linearity and stationarity between local hydro-climate variability and the 570 

large-scale atmospheric circulation described by the PNA are further weaknesses of the 571 

approach. In our linear definition, the PNA robustly dominates winter North American 572 

climate variability (Figures 6), which is an encouraging premise for reconstruction 573 

attempts. Nonetheless, the so-defined PNA index may not capture shifts in the location of 574 

the mode’s centers of action and in the associated teleconnections (Raible et al., 2014). 575 

Furthermore, our pseudo-reconstructions can be affected by the non-stationarity of the 576 

teleconnection pattern to North America of other modes of climate variability, like ENSO 577 

(Coats et al., 2013). Pseudo-reconstructions suggest that margins exist to substantially 578 

improve the quality of the reconstructed PNA based on a TT2010-like multi-linear 579 

regression method, for instance if the multiple PNA-sensitive regions over North 580 

America are more exhaustively represented in the predictors’ set and if the calibration 581 

period is extended. However, including temperature-sensitive predictors from the 582 

southeastern North America and extending the calibration period to the full 20th century, 583 

as in our pseudo-proxy experiment (Figure 7c), may be difficult due to the nature of real-584 

world climate proxies and limitation of observational data suitable for model calibration. 585 

First, as noted above, the ensemble teleconnection patterns in Twentieth-Century-586 



Reanalysis data – the longest reanalysis product now available – are poorly constrained 587 

during the first half of the 20th century over the Pacific (Raible et al., 2014). Then, the 588 

Northern Hemisphere’s ring-width network shows that the proxy-responses to 589 

atmospheric modes like the PNA are determined by a complex causal chain linking large-590 

scale circulation, local climate and seasonal tree growth (St. George, 2014). Accordingly, 591 

relatively few chronologies, mostly from the Pacific Northwest and northern Rockies, 592 

significantly respond to the winter PNA (St. George, 2014). More generally, real climate-593 

proxies can be critically affected by noise (von Storch et al., 2009), and may suffer from 594 

non-stationary climate-proxy relationships that are neglected in our perfect-model 595 

framework (e.g., Evans et al., 2013; D’Arrigo et al 2008). There exist, however, long 596 

winter precipitation-sensitive, and possibly also temperature-sensitive, proxies across the 597 

southern United States (e.g., Stahle et al., 1994; St. George, 2014; St. George and Ault, 598 

2014), upon which future designs of PNA pseudo-reconstruction exercises could be 599 

based. As shown in supplementary Figure S13, the skills of an ensemble of TT2010-like 600 

PNA pseudo-reconstructions progressively deteriorate for increasing levels of noise 601 

artificially introduced in the predictors. Skills depend more on the level of noise rather 602 

than on the type of noise, at least for low amounts of noise, in accordance with von 603 

Storch et al. (2009). For a signal-to-noise ratio of 1 (Figure S13c,f) explained variances 604 

for the validation period never reach 0.5, and red noise generally produces unskillful 605 

reconstructions. So, our pseudo-proxy investigation is only meant as an idealized 606 

example demonstrating the potential margins of improvement offered by the 607 

reconstruction method. Its application to a real-world PNA reconstruction requires 608 

scrutiny of available data, which we defer to a follow-up dedicated study. 609 

Poor modeling of the PNA-related dynamics is a straightforward explanation of the early-610 

19th century discrepancy between the reconstruction and the simulations. Furthermore, 611 

the realism of our PNA pseudo-reconstructions relies on the realism of simulated 612 

patterns, variability and teleconnections of the PNA as well as of other hemispheric 613 

modes imprinting on the North American climate. Accurate representation of observed 614 

dominant modes of climate variability and of their teleconnections still represents a 615 

challenge for coupled climate simulations (e.g., about ENSO see: Guilyardi et al., 2012; 616 



Zou et al., 2014). Unrealistic simulated representation of large-scale atmospheric 617 

circulation modes can arise due to biased ocean-atmosphere coupling over remote 618 

regions: Coupled climate models are still affected by considerable biases in regional 619 

SSTs and sea ice - especially in the North Atlantic Ocean - that are associated, in the 620 

Northern Hemisphere, to cold biases resembling the Northern Hemisphere’s annular 621 

mode (Wang et al., 2014). This suggests that good model performance in simulating 622 

regional processes may be overridden by the effect of remote biases. 623 

Our definition of the PNA index does not account for possible displacements of its 624 

centers of actions in simulated patterns compared to reanalyses. An alternative definition 625 

based on empirical orthogonal functions (EOF) results in PNA indices that share between 626 

half (MIROC-ESM) and almost the whole (CCSM4) total variance with the pointwise-627 

based PNA indices over the observational period (see supplementary Table S1). Spatial 628 

differences between simulated EOF-based and pointwise-based patterns also vary 629 

considerably across the ensemble (Table S1). It is not yet clear whether and how these 630 

uncertainties related to the index definition affect the details of the pseudo-631 

reconstructions. The validity of our general conclusions clearly stands for the sub-632 

ensemble including only models with the most consistent PNA indices across the two 633 

definitions (CCSM4, IPSL-CM5A-LR, MPI-ESM-P). 634 

The marked inter-model differences in the PNA-precipitation correlation patterns over 635 

North America and their general disagreement with the observed pattern (Figure 3) 636 

highlight the large uncertainties in the connection between large-scale circulation and 637 

local hydro-climates that still affect state-of-the-art coupled climate simulations. In this 638 

regard, topography largely determines the wave-like structure of the PNA and its surface 639 

signature. Its dominant role was already highlighted by TT2010 in describing the 640 

characteristics of their two precipitation-sensitive tree-ring series from Montana and 641 

Wyoming. Poor model topography likely leads to biases in representing the PNA pattern 642 

and more visibly its climate fingerprints. This was exemplified here by the stark contrast 643 

between the low-resolution model FGOALS-gl and the high-resolution model CCSM4 644 

(compare panels c and d in Figures 1-3). With few exceptions, topography in the 645 

employed models misses critical plateau elevations that are crucial for the onset and 646 



sustenance of snow/ice-related feedbacks (Berdahl and Robock, 2013). These could be 647 

relevant for the reinforcement/dampening of the Canadian High during the development 648 

phase of a positive/negative PNA (Ge and Gong, 2009). Accordingly, these latter model 649 

deficiencies can partly explain why inclusion of precipitation over the Rockies as a 650 

predictor degrades the skills of our pseudo-reconstructions and yields much weaker skills 651 

than the actual TT2010 reconstruction (as discussed in section 2.4). 652 

A possible solution to the discrepancy between the reconstruction and the simulations is 653 

to attribute the reconstructed early-19th-century positive PNA phase to internal 654 

variability. Supporting this hypothesis, interdecadal persistent positive PNA phases 655 

emerge in all simulations throughout the last millennium without consistent timing 656 

(Figure 4a). However, simulated events are generally weaker than the reconstructed event 657 

and the number of those longer than 20 years is exiguous (see supplementary Figure 658 

S14). Therefore, notwithstanding the caveats described above about the realism of 659 

simulated PNA dynamics and variability, the reconstructed early-19th-century positive 660 

PNA phase is compatible with an exceptional event of internal climate variability. A 661 

similar interpretation has been recently proposed, with the support of climate simulations, 662 

for reconstructed multidecadal droughts in the southwestern North America during the 663 

last millennium (Coats et al., 2015). Further supporting this hypothesis, the simulations 664 

ensemble does not point to coherent positive PNA anomalies during other periods of the 665 

last millennium with concomitant strong volcanic forcing and weak solar forcing, e.g., 666 

the mid 15th and the late 17th centuries (Figure 4a). 667 

Under the alternative hypothesis that the reconstructed early-19th-century positive PNA 668 

phase is externally driven, the discrepancy between the reconstruction and the 669 

simulations can be explained by common model deficiencies in the simulated dynamical 670 

response to natural forcing and/or by uncertainty in the (reconstructed) imposed external 671 

forcing. Supporting this hypothesis, state-of-the-art coupled climate models still suffer 672 

from a deficient representation of stratospheric and coupled stratosphere-troposphere 673 

dynamics (Kodera et al., 1996; Woollings et al., 2010), which affect the simulated 674 

response to volcanic (Driscoll et al., 2012; Charlton-Perez et al., 2013; Muthers et al. 675 

2014) and solar (Gray et al., 2010; Anet et al., 2014) forcing. Furthermore, inter-model 676 



disagreement about post-eruption oceanic evolutions (e.g., Ding et al., 2014) shows that 677 

large uncertainties still exist about decadal-scale climate variability during periods of 678 

strong volcanic forcing and the role of the ocean in determining the surface-air 679 

temperature response (Canty et al., 2013). Sensitivity simulations performed with a 680 

chemistry–climate model demonstrate the importance of the Dalton Minimum of solar 681 

activity for the persistence of the hemispheric cold temperature anomalies of the early 682 

19th century (Anet et al., 2014). Yet, the cold winter temperature anomalies depicted by 683 

these simulations over Alaska during the period 1805-1825 do not match with the imprint 684 

of a positive PNA. Single-model ensemble climate simulations have shown that the 1815 685 

Tambora eruption produces robust large-scale atmospheric circulation anomalies, roughly 686 

corresponding to a positive PNA phase, only in the absence of additional external 687 

disturbances, whereas under full-forcing conditions such positive PNA-like features 688 

become hardly distinguishable (Zanchettin et al., 2013a). The same simulation-ensembles 689 

have further demonstrated that internal climate variability can be a source of uncertainty 690 

for the simulated early-19th-century decadal climate evolution as important as the 691 

(reconstructed) imposed forcing (Zanchettin et al., 2013a). Moreover, although climate 692 

simulations depict an interannual to decadal PNA/NPI response to strong tropical 693 

volcanic eruptions (Zanchettin et al., 2012; Wang et al., 2012), responses on longer time 694 

scales may be damped by the resilience of the interdecadal component of the Pacific 695 

Decadal Oscillation to natural external forcing (Zanchettin et al., 2013b). 696 

Uncertainty in the external forcing factors acting on the early-19th-century climate further 697 

complicates the attribution of reconstructed and simulated variability. For instance, 698 

reconstructed variations in total solar irradiance are affected by considerable uncertainties 699 

(e.g., Schmidt et al., 2011; Shapiro et al., 2011) as well as deficiencies in accounting for 700 

the spectrum variations for solar forcing and ozone response (Gray et al. 2010). Debate is 701 

ongoing about how changes in total solar irradiance affect the tropical oceans, with 702 

different observations and different simulations disagreeing about whether warming 703 

rather than cooling of the upper tropical Pacific is expected under enhanced solar activity 704 

(Misios and Schmidt, 2012). Moreover, the radiative impact of tropical volcanic 705 

eruptions is sensitive to the season of the eruption (Toohey et al., 2011; Froelicher et al., 706 



2013), and the season of the 1809 tropical eruption is still insufficiently constrained 707 

(Cole-Dai et al., 2009). 708 

5. Conclusions 709 

Our results depict a discrepancy between reconstructed and simulated PNA behavior 710 

during the early 19th century, an exceptionally cold period in the Northern Hemisphere 711 

characterized by concomitant weak solar and strong volcanic forcing. According to our 712 

pseudo-proxy investigation, reconstructions based on northwestern North American 713 

geophysical predictors are potentially skillful in terms of two different metrics 714 

(coefficient of determination and coefficient of error). Such an approach following Trouet 715 

and Taylor (2010) is also likely capable of capturing strong interdecadal positive PNA 716 

phases, like the one reconstructed for the early 19th century. However, a number of 717 

sources of uncertainty and potential deficiencies are still present especially at 718 

multidecadal and centennial timescales. Furthermore, pseudo-reconstructions based 719 

solely on predictors from northwestern North America often cannot distinguish between 720 

the PNA and the North Pacific Index describing the strength of the Aleutian Low. 721 

The PMIP3-past1000 and historical simulations provide an overall satisfactory 722 

representation of the observed PNA spatial pattern and of its imprint on the North 723 

American climate. Simulated pre-industrial PNA evolutions show a predominance of 724 

internal variability over forced signals, which could be used as an argument to explain 725 

why simulations do not robustly exhibit the reconstructed positive PNA phase in the early 726 

19th century. Shifting focus to attribution of the reconstructed anomaly requires 727 

confidence that simulations do not suffer from common deficiencies in the response to 728 

natural forcing, in the applied reconstructed forcing and/or in the internally-generated 729 

climate variability. We need therefore to better understand the relative role of externally-730 

forced and internal climate variability during the pre-industrial period. 731 

A refined topography associated with high horizontal model resolution appears to be 732 

essential for models to realistically capture the connection between the large-scale 733 

circulation and the local climatic/environmental conditions upon which a reliable PNA 734 



reconstruction depends. However, our pseudo-reconstructions also indicate that there is 735 

margin to substantially improve the available PNA reconstruction, in particular through a 736 

more exhaustive representation of the multiple PNA-sensitive regions over North 737 

America in the predictors’ set. These results call for strengthened cooperation between 738 

the climate-proxy and climate modeling communities in order to improve our knowledge 739 

about the early-19th-century PNA and to solve the related reconstruction-simulations 740 

discrepancy. 741 
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 972 

TABLES 973 

Model/simulation Components and 
resolutions 

Natural forcing Time 
intervals 

References 

BCC-CSM1-1 
(r1i1p1) 

 S: Vieira, V: Gao P (850-
1850) 

H (1851-
2012) 

- 

CCSM4 (r1i1p1) CAM4 
(1.25°x0.9°L26)/Parallel 
Ocean Model 2 (1°L60) 

S: Vieira, V: Gao P (850-1850) 

H (1851-2005) 

Landrum et al. (2011) 

FGOALS-gl (r1i1p1)  S/V: Crowley (2000), 
Jones and Mann 

P (1000-1999) Zhou et al. (2011) 

GISS-E2-R (r1i1p124) ModelE(2°x 
2.5°L40)/Russell (1°x 
1.25°L32) 

S: Vieira, V: 
Crowley (2008) 

P (850-1850) 

H (1851-2005) 

- 

GISS-E2-R (r1i1p125) ModelE(2°x 
2.5°L40)/Russell (1°x 
1.25°L32) 

S: Vieira, V: Gao P (850-1850) 

H (1851-2005) 

http://data.giss.nasa.gov/mode
lE/ar5/ 

IPSL-CM5A-LR 
(r1i1p1) 

LMDZ5A (1.875°x3.75° 
L39)/NEMO (2° , with 
refinement at the equator 
of 0.5°, L31) 

S: Vieira, V: 
Ammann et al. 
(2007) 

P (850-1850) 

H (1851-2005) 

Dufresne et al. (2013) 

MIROC-ESM (r1i1p1) - - P (850-1850) 

H (1851-2005) 

- 

MPI-ESM-P (r1i1p1) ECHAM6 
(T63L47)/MPIOM(GR15
L40) 

S: Vieira, V: 
Crowley (2008) 

P (850-1850) 

H (1851-2005) 

Jungclaus et al. (2014) 

 

Table 1 – Simulations considered in this study. Columns, from left: model and, in 974 
brackets, simulation; atmospheric and oceanic components (with resolution in brackets); 975 
applied external forcings for solar (S) and volcanic (V); considered periods of the 976 
past1000 (P) and historical (H) integrations; references/sources of information. Names of 977 
models and simulations follow the acronyms adopted in the CMIP5 repository. Full 978 



references for the applied solar and volcanic forcing are: Vieira et al. (2011), Gao et al. 979 
(2008), Crowley (2000), Jones and Mann (2004) and Crowley et al. (2008). 980 
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 982 

Figure captions 983 

Figure 1 – Observed and simulated correlation maps between the winter PNA index and 984 
winter Z500 time series for the period 1950-2005. Dots mark grid points where the 985 
correlation is not significant at 95% confidence accounting for autocorrelation. The green 986 
contours mark the boxes used for the calculation of the PNA index. In panels b-i, the 987 
numbers reported in the title are the spatial correlations between observed and simulated 988 
patterns calculated for the domain north of 20º N (to this purpose NCAR data were 989 
regridded to the model grid). 990 

Figure 2 – Observed and simulated correlation maps between the winter PNA index and 991 
winter surface-air-temperature time series for the period 1950-2005. Dots mark grid 992 
points where the correlation is not significant at 95% confidence accounting for 993 
autocorrelation. The green contours mark the boxes used for the TT2010 reconstruction. 994 
In panels b-i, the numbers reported in the title are the spatial correlations between 995 
observed and simulated patterns calculated for the shown land-only domain north of 12º 996 
N (to this purpose NCAR data were regridded to the model grid). 997 

Figure 3 – Observed and simulated correlation maps between the winter PNA index and 998 
winter precipitation time series for the period 1950-2005. Dots mark grid points where 999 
the correlation is not significant at 95% confidence accounting for autocorrelation. The 1000 
green contours mark the boxes used for the TT2010 reconstruction. In panels b-i, the 1001 
numbers reported in the title are the spatial correlations between observed and simulated 1002 
patterns calculated for the shown land-only domain north of 12º N (to this purpose 1003 
NCAR data were regridded to the model grid). 1004 

Figure 4 – Simulated, reconstructed and pseudo-reconstructed evolutions of the winter 1005 
(djf) PNA index. a) smoothed PNA time series from the simulations for the whole last 1006 
millennium; b) comparison between smoothed and, then, normalized (over the period 1007 
1725-1999) PNA time series from the simulations and the TT2010 reconstruction; c) 1008 
comparison between normalized (over the period 1950-1999) pseudo-reconstructions 1009 
(shown as agreement between pseudo-reconstructions from all the simulations) and the 1010 
TT2010 reconstruction. Smoothing in panels a and b was performed through an 11-year 1011 
running moving average. Dots in panel a individuate, for each simulation, occurrences of 1012 
prolonged periods of positive PNA (defined as periods where the normalized smoothed 1013 
index is above 1 for at least 15 consecutive years). The red bar in panels b and c 1014 
highlights the approximate period of the simulations-reconstruction discrepancy. 1015 



Figure 5 – Running-window (31-year) correlations of the winter (djf) PNA with winter 1016 
NPI (a), NAO (b) and SOI (c) indices for simulations (colored lines) and reanalysis 1017 
(black thick lines) data. Dots mark when correlation is statistically significant at 95% 1018 
confidence accounting for autocorrelation. 1019 

Figure 6 – Fractions of total variance of winter North American surface air temperatures 1020 
(land only grid points within the domain 20-70ºN, 190-300ºE) explained by winter PNA, 1021 
NPI, NAO and SOI indices for individual models. Values are calculated over decadally-1022 
paced 30-year periods. 1023 

Figure 7 – Skill metrics (coefficient of determination (R2v) and coefficient of error (CE)) 1024 
of the ensemble PNA pseudo-reconstructions for the full-validation period. Different 1025 
panels illustrate results from different reconstruction designs, summarized on the title of 1026 
each panel: a) reconstructions based on geophysical predictors from northwestern North 1027 
America, with R2c comparable to that of the actual TT2010 reconstruction (see methods); 1028 
b) same as panel a, but for best R2c values; c) best R2c values from an idealized design 1029 
including a temperature predictor over Florida. The numbers inside each panel indicate 1030 
the minimum and maximum R2v values obtained for each model. Insets in each panel 1031 
map the three boxes from where gridded data are sampled to be included as predictors, 1032 
with the name reported in each box (tas: surface air temperature, pr: precipitation). 1033 

Figure 8 – Skill metric (R2) for an ensemble of PNA reconstructions based on 1034 
geophysical predictors from northwestern North America for subsequent 30-year periods 1035 
(paced at 3-decade intervals). To be comparable with TT2010, only the subset of 1036 
reconstructions with R2 for the 1950-1999 calibration period in the range [0.45-0.55] are 1037 
shown, as for Figure 7a. For each 30-year period, dots are minimum, mean and maximum 1038 
of R2 values, vertical lines indicate the inter-quartile interval of R2 values. The top 1039 
symbols indicate 30-year periods when the R2 value for NPI (square), SOI (triangle) or 1040 
NAO (circle) is, for at least one predictor set, better than the worse PNA value. 1041 

Figure 9 – Pseudo-reconstructions' accuracy in describing interdecadal positive PNA 1042 
phases. Histograms are ensemble (all simulations) empirical probability distributions of 1043 
residuals (predicted value minus true value) from the winter PNA pseudo-reconstructions 1044 
obtained following an approach similar to TT2010 and illustrated in Figures 7a and 8 for 1045 
(a) target 21-year smoothed PNA values above the 90th percentile and (b) pseudo-1046 
reconstructed 21-year smoothed PNA values above the 90th percentile. The black vertical 1047 
lines indicate the full-period average residuals from individual simulations. 90th 1048 
percentiles are calculated over the full simulation and therefore reflect also full-period 1049 
biases in the pseudo-reconstructions. The smoothing is meant to mimic the approximately 1050 
20-year duration of the early-19th-century positive PNA phase in the TT2010 1051 
reconstruction. The considered positive PNA phases are sampled throughout the 1052 
simulations, regardless of their timing. 1053 

Figure 10 – Power spectral density of the winter PNA index (blue line) for individual 1054 
simulations with associated 95% confidence level (blue dashed line) and agreement 1055 
between the spectra of the pseudo-reconstructions (shading) obtained following an 1056 



approach similar to TT2010 and illustrated in Figures 7a and 8. Agreement is defined, for 1057 
a given frequency, as the fraction of total pseudo-reconstructions having power within 0.1 1058 
units2/year intervals. All indices are standardized according to the 1950-1999 1059 
climatology. 1060 

Figure 11 – Correlation maps between the ensemble-average residuals (predicted value 1061 
minus true value) from the winter (djf) PNA pseudo-reconstructions obtained following 1062 
the TT2010 approach and illustrated in Figures 7a and 8 and winter surface-air-1063 
temperature time series for the pre-industrial period up to 1849. Dots mark grid points 1064 
where the correlation is not significant at 95% confidence accounting for autocorrelation. 1065 
The green contours mark the boxes used for the TT2010 reconstruction. 1066 
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Figure 1 – Observed and simulated correlation maps between the winter PNA index and winter Z500
time series for the period 1950-2005. Dots mark grid points where the correlation is not significant at
95% confidence accounting for autocorrelation. The green contours mark the boxes used for the
calculation of the PNA index. In panels b-i, the numbers reported in the title are the spatial correlations
between observed and simulated patterns calculated for the domain north of 20º N (to this purpose
NCAR data were regridded to the model grid).
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Figure 2 – Observed and simulated correlation maps between the winter PNA index and winter surface-
air-temperature time series for the period 1950-2005. Dots mark grid points where the correlation is not
significant at 95% confidence accounting for autocorrelation. The green contours mark the boxes used
for the TT2010 reconstruction. In panels b-i, the numbers reported in the title are the spatial
correlations between observed and simulated patterns calculated for the shown land-only domain north
of 12º N (to this purpose NCAR data were regridded to the model grid).
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Figure 3 – Observed and simulated correlation maps between the winter PNA index and winter
precipitation time series for the period 1950-2005. Dots mark grid points where the correlation is not
significant at 95% confidence accounting for autocorrelation. The green contours mark the boxes used
for the TT2010 reconstruction. In panels b-i, the numbers reported in the title are the spatial
correlations between observed and simulated patterns calculated for the shown land-only domain north
of 12º N (to this purpose NCAR data were regridded to the model grid).
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Figure 4 – Simulated, reconstructed and pseudo-reconstructed evolutions of the winter (djf) PNA index.
a) smoothed PNA time series from the simulations for the whole last millennium; b) comparison
between smoothed and, then, normalized (over the period 1725-1999) PNA time series from the
simulations and the TT2010 reconstruction; c) comparison between normalized (over the period 1950-
1999) pseudo-reconstructions (shown as agreement between pseudo-reconstructions from all the
simulations) and the TT2010 reconstruction. Smoothing in panels a and b was performed through an
11-year running moving average. Dots in  panel a individuate, for each simulation, occurrences of
prolonged periods of positive PNA (defined as periods where the normalized smoothed index is above
1 for at least 15 consecutive years). The red bar in panels b and c highlights the approximate period of
the simulations-reconstruction discrepancy.
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when correlation is statistically significant at 95% confidence accounting for autocorrelation.
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Figure 6 – Fractions of total variance of winter North American surface air temperatures (land only grid
points within the domain 20-70ºN, 190-300ºE) explained by winter PNA, NPI, NAO and SOI indices
for individual models.  Values are calculated over decadally-paced 30-year periods.
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Figure  7 – Skill  metrics  (coefficient  of  determination (R2v)  and  coefficient  of  error  (CE))  of  the
ensemble PNA pseudo-reconstructions for the full-validation period. Different panels illustrate results
from different reconstruction designs, summarized on the title of each panel: a) reconstructions based
on geophysical predictors from northwestern North America,  with R2c comparable to that of the actual
TT2010 reconstruction (see methods); b) same as panel a, but for best R2c values; c) best R2c values
from an idealized design including a temperature predictor over Florida. The numbers inside each panel
indicate the minimum and maximum R2v values obtained for each model. Insets in each panel map the
three boxes from where gridded data are sampled to be included as predictors, with the name reported
in each box (tas: surface air temperature, pr: precipitation).
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Figure 8 – Skill metric (R2) for an ensemble of PNA reconstructions based on geophysical predictors
from northwestern North America for subsequent 30-year periods (paced at 3-decade intervals). To be
comparable with TT2010, only the subset of reconstructions with R2 for the 1950-1999 calibration
period in the range [0.45-0.55] are shown, as for Figure 7a. For each 30-year period, dots are minimum,
mean and maximum of R2 values, vertical lines indicate the inter-quartile interval of R2 values. The top
symbols indicate 30-year periods when the R2 value for NPI (square), SOI (triangle) or NAO (circle) is,
for at least one predictor set, better than the worse PNA value.
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Figure  9  –  Pseudo-reconstructions'  accuracy  in  describing  interdecadal  positive  PNA  phases.
Histograms are ensemble (all simulations) empirical probability distributions of residuals (predicted
value minus true value) from the winter PNA pseudo-reconstructions obtained following an approach
similar to TT2010 and illustrated in Figures 7a and 8 for (a) target 21-year smoothed PNA values above
the  90th percentile  and  (b)  pseudo-reconstructed  21-year  smoothed  PNA values  above  the  90th

percentile.  The  black  vertical  lines  indicate  the  full-period  average  residuals  from  individual
simulations. 90th percentiles are calculated over the full simulation and therefore reflect also full-period
biases in the pseudo-reconstructions. The smoothing is meant to mimic the approximately 20-year
duration of the early-19th-century positive PNA phase in the TT2010 reconstruction.  The considered
positive PNA phases are sampled throughout the simulations, regardless of their timing. 
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Figure 10 – Power spectral density of the winter PNA index (blue line) for individual simulations with
associated 95% confidence level (blue dashed line) and agreement between the spectra of the pseudo-
reconstructions (shading) obtained following an approach similar to TT2010 and illustrated in Figures
7a and 8. Agreement is defined, for a given frequency, as the fraction of total pseudo-reconstructions
having power within 0.1 units2/year intervals. All indices are standardized according to the 1950-1999
climatology.
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Figure 11 – Correlation maps between the ensemble-average residuals (predicted value minus true
value) from the winter (djf) PNA pseudo-reconstructions obtained following the TT2010 approach and
illustrated in Figures 7a and 8 and winter surface-air-temperature time series  for the pre-industrial
period up to 1849. Dots mark grid points where the correlation is not significant at 95% confidence
accounting for autocorrelation. The green contours mark the boxes used for the TT2010 reconstruction.


