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Abstract

Reconstructions of past climate behavior often ilescprominent anomalous periods
that are not necessarily captured in climate sitiaria. Here, we illustrate the contrast
between an interdecadal strong positive phase @fwtimter Pacific/North American
pattern (PNA) in the early ¥9century that is described by a PNA reconstruchiased
on tree-rings from northwestern North America, anslight tendency towards negative
winter PNA anomalies during the same period in meeeble of state-of-the-art coupled
climate simulations. Additionally, a pseudo-proryestigation with the same simulation
ensemble allows assessing the robustness of PNAnsgactions using solely
geophysical predictors from northwestern North Ageerfor the last millennium. The
reconstructed early-19century positive PNA anomaly emerges as a poténtieliable
feature, although the pseudo-reconstructions algestuto a number of sources of
uncertainty and deficiencies are highlighted esplsciat multidecadal and centennial
timescales. The pseudo-reconstructions demonsttas the early-19-century
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discrepancy between reconstructed and simulated RNAs not stem from the
reconstruction process. Instead, reconstructedsamdlated features of the early*9
century PNA can be reconciled by interpreting teeonstructed evolution during this
time as an expression of internal climate varighilivhich is unlikely to be reproduced in
its exact temporal occurrence by a small ensemibdéroate simulations. However, firm
attribution of the reconstructed PNA anomaly is pared by known limitations and
deficiencies of coupled climate models and unceiigs in the early-1®century
external forcing and background climate state.

1. Introduction

The Pacific/North American pattern (PNA) is onetloé dominant modes of interannual
winter atmospheric variability of the northern ettopics é.g., Barnston and Livezey
1987; Wallace and Gutzler, 1981). It strongly affebe weather and the hydroclimate of
the North American continent, and contributes ® atmospheric bridge linking Pacific
and Atlantic climate variabilitygg., Raible et al. 2001; Pinto et al., 2010; Baxted an
Nigam, 2013). The behavior of this large-scale apheric circulation pattern before the
observational period and its sensitivity to natueaternal forcing are less understood
compared to other dominant climate modes, partlg ¢t the limited number and
temporal coverage of available PNA reconstructibm$act, only one major winter PNA
reconstruction, based on tree-rings from northwaskorth America, is available and
only goes back to 1725 (Trouet and Taylor, 201@editer: TT2010) (see section 2.1 for
details). Here, we investigate the PNA featurexmesd by a multi-model ensemble of
state-of-the-art climate simulations of the lastllennium and use pseudo-proxy
experiments€g., Lehner et al., 2012; Smerdon, 2012) applied éostane ensemble to
improve our understanding of the PNA's behaviorimyirthe pre-industrial period,
especially during the early T@&entury, and to investigate compatibility betwetimate
simulations and reconstructions.

The PNA pattern consists of a wave train spannimgifthe subtropical northeastern
Pacific to the Gulf of Alaska, northwestern Nortimérica and the southeastern United
States through centers of action of alternating gfjgure 1). Accordingly, a classical

definition of the PNA index is the sum of the difaces between its positive and
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negative centers of action (Wallace and Gutzle81)19The PNA can be interpreted as an
amplification and dampening of the climatologicét®nary wave characterizing the
pattern of the polar jet across North Amerieg.( Notaro et al., 2006), which explains its
reduced importance during boreal summer. The pespghase of the PNA includes an
anomalously deep Aleutian low and an enhanced 4idgeh pattern across North
America. It produces above-average temperaturessrmrthwestern North America due
to the stronger ridge over the North American Reskivith associated northward
diversion of the westerly flow, and below-averagenperatures and drier conditions
across the south-central and southeastern UnitatesSdue to increased southward
penetration of cold Arctic air masses. The sigreatsmreversed for the negative phase of
the PNA.

On sub-monthly timescales the PNA variability amddictability are largely determined
by internal dynamics of the mid-latitude atmospherkile on longer timescales they are
most prominently controlled by forcing from seafaue temperature (SST) signals from
the tropical Pacific (Younas and Tang, 2013). Hared Wallace (1981) were the first to
identify a connection between the PNA and the exiadtEl Niflo-Southern Oscillation
(ENSO). Since then, observational and modellinglisgi have revealed that boundary
conditions relevant for the PNA also include lowefuency SST signals in the extra-
tropical North Pacific (Yu and Zwiers, 2007; Yuat, 2007), remote forcing from the
North Atlantic (Baxter and Nigam, 2013), and upstneconditions determined by the
East Asian jetdg., Gong et al., 2007).

Climate simulations of the last millennium indicatereased likelihood of a significantly
weaker Aleutian low after strong tropical volcaeitiptions, suggesting that the PNA can
dynamically respond to volcanic forcing on interaah to decadal time scales
(Zanchettin et al., 2012; Wang et al., 2012). Aremstion between PNA variability and
natural forcing is also suggested by the TT2010mstruction, which shows a prolonged
strong positive phase of the PNA during the ealy) ¢entury. Indeed, this period was
characterized by a close succession of strong nm@uptions concomitant with a phase
of weak solar activity, both contributing to exdepglly cold climate conditions (Cole-
Dai et al., 2009). However, TT2010 attributed thelye19"-century anomalous PNA
phase to the decreased solar irradiance durin@dftten Minimum of solar activity (ca.
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1790-1830), without discussing possible implicagidinom the concomitant volcanic
cluster.

The selection of proxy locations is crucial for tmebustness and reliability of
reconstructions of large-scale circulation modeshier et al., 2012). Decadal-scale
shifts in the centers of action of atmospheric nsolilkee the North Atlantic Oscillation
(NAO) or the PNA are associated with non-statidresi in the imprint of such
teleconnection patterns on local precipitation terdperature (Raible et al. 2006; Coats,
et al., 2013; Moore et al. 2013; Raible et al.,£0Accordingly, the ring-width response
to atmospheric modes like the PNA and the NAO mtiafly heterogeneous due to the
complex causal chain linking climate modes, locali®mnment and seasonal tree growth
(St. George, 2014). Reflecting such heterogen#ity,prolonged positive PNA phase in
the early 18 century becomes less prominent if proxies fromeptRNA-sensitive
regions are considered, such as river catchmentsestern-central British Columbia
(Starheim et al., 2013) or lakes from the northterasUnited States (Hubeny et al.,
2010).

Twentieth-Century-Reanalysis data suggest that RN& centers of action are less
variable in space thare.g.,, the NAO (Raible et al. 2014). However, the risk o
insufficient coverage and representation of itéedént centers of action — hence of poor
reconstruction — is considerable for the PNA dugheocomplexity of its pattern and the
strong interdependencies with surrounding or ewgreposing modes of variability. For
instance, over the last six decades and espedraliywinter the PNA is practically
indistinguishable from the inverted North Pacifirtdéx (NPI) describing the sea-level
pressure (SLP) variability in the Aleutian low regi However, there is no indication so
far about whether the NPI and the PNA (and th@natiures on regional temperature and
precipitation) can become distinguishable overqukriof decades or longer. Similarly,
late-winter temperature reconstructions in westdonth America,i.e., a region where
the PNA climatic imprint is strong, have been regemsed to test whether strong
tropical volcanic eruptions induce a preferred pigaof ENSO (Wahl et al., 2014).
However, the simulated teleconnection between EN®&® North America climate is
nonstationary on multidecadal timescales (Coatd.e2013). The possible superposition

of regional climate signatures of different largade modes (like ENSO, PNA and NPI)
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and their possible nonstationarity poses a chafldngany reconstruction attempt using
climate-proxies from affected regions, in particui@ produce robust and unambiguous
reconstructions. There is therefore a need to sgbesrobustness of proxy-based PNA
reconstructions: If the TT2010 reconstruction wasnid to accurately capture the past
PNA behavior, the reconstructed prolonged strorgjtpe PNA phase during the early
19" century would represent an important feature taress in coupled climate
simulations. Its robust reproduction by climate @imions would be strong evidence for
its externally-driven nature, while the oppositeudbsuggest two possibilities: either an
episodic excitation consistent with internal vailigy or limited realism of climate
models due to common deficiencies.

Thus, this study aims at answering the followingesiions: Is the reconstructed
prolonged, strong positive PNA phase during théyeB®" century reliable? What can
we learn from available climate simulations of tast millennium about its attribution?
To answer these questions we compare simulatedolsdrved/reconstructed PNA
features, and perform a series of pseudo-proxyrarpats on a multi-model ensemble.
We also extend our pseudo-proxy investigation tterd@ne whether margins exist to

substantially improve the PNA reconstruction.

2. Data and methods

2.1 The TT2010 PNA reconstruction

The TT2010 reconstruction of the winter PNA covirs period 1725-1999. It is based
on a multiple regression model using three winlienate sensitive tree-ring records from
the western United States as predictors (TT20108¢ predictors were sampled from
three regions, whose location is marked by the rgteexes in Figure 2 and that are
hereafter referred to as “Alaska” (northern boxrehelefined as: [60-70]°N, [120-
160]°W), “Montana” (middle box, [50-60]°N, [115-188V) and “Wyoming” (southern
box, [35-50)°N, 107.5-125°W]), respectively. Theagkan predictor is most sensitive to
winter temperature; the predictor from Montana oegg winter precipitation in a
relatively high-elevation site whereas the praaictrom Wyoming captures both
autumn/winter precipitation and summer temperaitur relatively low-elevation, semi-

arid site (TT2010). The latter two predictors shopposite sensitivity to precipitation
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despite their close location, highlighting the ralieregional topographical features in
determining the relationship between the biologsmtsor and the local environmental
conditions. The combination of the selected three-ting series explains 49 % of the
variance of the winter PNA index for the calibratiperiod 1949-1999 (TT2010).

The TT2010 PNA reconstruction shows a prolongetdesf positive PNA, with a peak
in 1800-1820. The early-T'&entury positive PNA phase was interpreted assporese
to the decreased solar irradiance since it coiscwiéh the period of weak solar activity
known as Dalton Minimum and since subsequent psriddveak solar activity similarly
correspond to positive PNA anomalies (TT2010). Rindely forced warming of eastern
tropical Pacific SST associated with cold SST arm@msan the Aleutian Low region -
corresponding to an in-phase behavior betweenipesihomalies of both ENSO and the
Pacific Decadal Oscillation - was reported as asitds dynamical explanation for the
connection between decreased solar irradiance asitive PNA phase. TT2010 did not
discuss the possible implications of the strongcawic eruptions during the early™9
century. Possible mechanisms underlying volcanjidaliced PNA variability include
both tropical-extratropical coupling via volcanilgalorced changes of ENS@.§., Li et
al., 2013) and extratropical processes eig,, sea-ice responses in the Gulf of Alaska

and the Bering Strait regioe.g., Zanchettin et al., 2014).

2.2 Observational and simulated data

We use monthly-mean data obtained from the NCERafgsis (Kalnay et al., 1996;
Kistler et al., 2001) for the period 1948-2013 aference data for the observational
period. The data were provided by the NOAA/OAR/ESRED, Boulder, Colorado,
USA. The NCEP reanalysis dataset suits our need® $i encompasses the calibration
period used in the TT2010 reconstruction. The TiedmtCentury Reanalysis (Compo et
al., 2011) extends further back in time, but theeenble teleconnection patterns over the
Pacific from this dataset are poorly constrainedrduthe first half of the 20 century
(e.g., Raible et al., 2014).

We include outputs from theast1000 and the follow-uphistorical climate simulations
from seven coupled general circulation and Eartitesy models contributing to the third

phase of the Paleoclimate Modelling IntercompariBonject (PMIP3, Braconnot et al.,
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2012). All simulations are full-forcing simulationge., they describe the combined
effects of all major natural and anthropogenic ewkforcing factors acting during the
last millennium (Schmidt et al., 2013). Two simidat are considered for the GISS-E2-
R model (hereafter referred to as GISS-E2-R24 al85&c2-R25, respectively), which
differ in the considered external forcing inputable 1 provides a summary of the main
characteristics of the models and simulations ctaned.

Bothe et al. (2013) provide an assessment of tlabahilistic and climatological
consistency of the PMIP3-past1000 simulations ikedatto proxy-based reconstructions
under the paradigm of a statistically indistingaiste ensemble. They diagnose
distributional inconsistencies between ensemblessited surface-air temperatures and
the global temperature field reconstruction of Matral. (2009) over large areas of the
globe, including PNA-sensitive regions over Nortméxica (see their Figure 1). These
full-period inconsistencies originate mainly fromfferences in multicentennial to
millennial trends (Bothe et al., 2013). By contraste ensemble was found to be
probabilistically consistent with the reconstructadnual temperatures for the North
America Southwest since year 1500 (Wahl and Sme2@i?).

2.3 Indices and definitions
The following indices and definitions are considebased on monthly-mean data:

* the PNA is calculated using the modified pointwisethod currently adopted by
the NOAA-CPC and applied to 500 hPa geopotentiayhie(Z500) data. The
index is defined as £i%.250n; 180-2200E]" Z*[40-50°N; 180-220°E]F Z*[45-60°N; 235-255°F]
Z* 125.350N; 270-200°5) Where Z* denotes monthly Z500 anomalies fromréspective
climatological value, and the suffix [x] indicatepatial averaging over the
domain x. We briefly discuss a different definitiohthe PNA index in section 4;

* the NAO index is calculated based on the latitudegitude 2-box method by
Stephenson et al. (2006) applied on Z500 dia¢g, as the pressure difference
between spatial averages over [20-55°N; 90°W-68AH][55-90°N; 90°W-60°E];

* the NPI is calculated using the definition from Aberth and Hurrel (1994)
applied to SLP data. The index is computed asphtéad SLP averaged over [30-
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65°N; 160-220°E], so that positive phases of tliExnindicate a weaker-than-
normal Aleutian low and the opposite holds for tlegative phases;

» the SOl is calculated based on a modified versfdhe Tahiti-Darwin index. It is
defined as the difference between the average S$eP the domains [20-15°S;
147-152°W] and [15-10°S; 128.5-133.5°E]. The SOhese preferred to SST-
based ENSO indices since we focus on the atmospt@mponent of ENSO.

Indices are not standardized by default in ordérighlight inter-model differences in the

climatology and in the amplitude of fluctuationsasated with the indices.

2.4 Pseudo-proxy experiments

Pseudo-proxy experiments are conducted to testdhestness and potential skills of
PNA reconstructions using solely geophysical predscfrom northern North America.
Millennium-scale transient simulations from climataodels provide a long and
physically consistent framework where paleoclimageonstruction methods can be
altered and evaluated systematically in absenteeo$patial and temporal discontinuities
of the real-world climate-proxy networks (Smerd@@12). In particular, they may allow
determining an upper limit in the accuracy of tleeanstruction of large-scale modes
under limited spatial sampling.

Our pseudo-proxy experimental approach is meaatgeneralization of the method used
in TT2010. Specifically, the reconstruction is ldhsen a multi-linear least-square
regression model of general formd:yZi-1inaxi + yo + €', where is the reconstructed
value at time step t, N is the number of predictars the regression coefficient of tHe i
predictor x, Yo is the intercept and is the residual at time step t. All data are ndized
based on the full period before the pseudo-proyedrments are conducted.
Pseudo-reconstructions are performed as followst, fihe pool of candidate predictors
including temperature and precipitation data iedweined by defining three regions over
North America. Then, an ensemble of predictor-getisuilt by iteratively (up to 1000
times) and randomly sampling one grid-point dabanfieach region. Finally, an ensemble
of PNA pseudo-reconstructions is obtained by udimg built sets in a multi-linear
regression. So, the robustness of PNA pseudo-rgaatiens with a TT2010-like design

is tested using predictor sets that mimic the t¢wadf the TT2010 reconstruction.
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Accordingly, we consider only pseudo-reconstructiovith R skill metric in the range
between 0.45 and 0.55 for the calibration period)(R.e., the selection is based on
calibration skills instead of on a preliminary semang of climate proxies.

We follow a perfect-model approach with noise-fpeedictors, and the considered range
of R’ is meant to account for the possible effects d$ain the actual climate proxies.
The inclusion of noise in the predictors and itfluence on the results are briefly
investigated with a series of pseudo-proxy expemnisi\@vhere predictors are artificially
perturbed by different types and levels of noisiisn 4). Skill metrics calculated for
such noise-free predictor sets and regression mobat using other climate indices as
validation target instead of the PNA, clarify whaththese pseudo-reconstructions
distinguish the PNA from other modes influencingridoAmerican regional climates.
Additionally, the PNA pseudo-reconstructions peitag to the upper quartile of’Rfor
each simulation provide a crude estimate of thelityju@mf PNA reconstructions
obtainable with a TT2010-like method for the giveat of sampling regions. An
exemplary different set of regions is also con®ddn the same reconstruction approach
to assess whether regions not included in the TO2f4sign may allow for a notable
improvement in the accuracy and robustness of RiAmnstructions.

Skill metrics include Rand coefficient of error (CE) (Cook et al., 1998E is defined
as [1 —Zeim(XeY)YEerm(Xe-Xmy)?], where x and y are the observed and the predicted
index in year t, respectivelyxis the observed mean index over the validationopleri
and M is the number of years in the validation @eriR values are also calculated for
successive 30-year periods to highlight the rolasstrof the pseudo-reconstructions over
different interdecadal periods.

Unlike in TT2010, the predictors sampled hereinnfrehe “Montana” (middle) and
“Wyoming” (southern) boxes are winter temperatund precipitation, respectively. This
choice guarantees that our pseudo-reconstructiocmmgass the desiredRange in all
models, which is hardly achieved for pseudo-profiesn these regions following the
original definition. In particular, reconstructioskills considerably degrade if the
predictor for “Wyoming” is defined as summer tengiare instead of winter temperature
(see section 2.1). This does not affect the geitei@l our conclusions, since we aim at

testing PNA reconstructions based solely on locabphysical predictors from
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northwestern North America, not at replicating timkage between biological sensors
and the local environmental forcing at the basithefTT2010 reconstruction.

All the following analyses are performed using wimaverage (DJF) data and using
1950-1999 as the calibration period, unless spetifitherwise. Furthermore, unless
specified otherwise, the validation period is definas the period spanning from the
beginning of the simulation to the last year beftite calibration period. The use of
unsmoothed data limits the effect of high autodatien leading to spurious high skills
metrics (Macias-Fauria et al., 2012).

3. Results

3.1 Simulated PNA during the observational period

First, we assess whether the employed models/dionga represent the
observed/reanalyzed dominant large-scale circulat@nd associated surface-air
temperature and precipitation patterns with sudfitiaccuracy for the observational
period. This comparison guarantees that they atabde for the subsequent analyses.
The four centers of the observed PNA wave-patteenganerally well captured by the
simulations (Figure 1). A number of simulationsdanost noticeably GISS-R24/-R25
(Figure 1le,f), display a weaker tropical centertire Pacific suggesting a weaker
connection between tropics and extra-tropics. High®eodel resolution does not
systematically improve the overall quality of thenfispheric pattern. For instance, the
PNA imprint over the Arctic as well as the Pacifitantic teleconnection are too strong
in the highly-resolved CCSM4 (Figure 1c). The PNattprn of the lowest-resolution
model (FGOALS-gl) has an overall weaker hemisphinigrint and the negative center
over Florida is displaced westward over Mexico (ffeg 1d), possibly reflecting an
inadequate representation of the Rocky Mountains.

A similar behavior is found for the simulated sphpatterns of NPI (see supplementary
Figure S1). Most noticeably, the NPI pattern in F&&S-gl includes strong negative
correlations over Central North America, again pom to low-resolution topographic
issues. All simulations show a good representabibthe NAO pattern over the North
Atlantic/Europe and China, but often overestimasesignature over the North Pacific

(Figure S2). The simulation of the SOI pattern ishallenge for most of the models,
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especially concerning its signature over the ettspical North Pacific and North
America (Figure S3).

Our pseudo-reconstruction approach also requiras simulations produce reliable
imprints of the PNA - as well as of NPI, SOl and @A on North American winter
surface-air temperature and precipitation (Fig2eand 3). The observed correlation
pattern between PNA and continental temperatuahasacterized by an approximately
meridional stretch of positive correlations alohg eastern coast of the Pacific Ocean,
which extends eastward into continental regionsidtto polar latitudes, and by a center
of negative correlation over the Sargasso Seadidofrigure 2a). Simulations capture
both features with varying quality (Figure 2b-iprAnstance, the Sargasso Sea/Florida
center is displaced in BCC-CSM1-1 and FGOALS-gl,levlit is underrepresented in
GISS-E2-R25, IPSL-CM5A-LR and slightly so in MIRCESM. Overall, FGOALS-gl
features the worst representation of this cormtatpattern possibly due to the
deficiencies noticed above in the 500 hPa PNA pat&milar conclusions can be drawn
about the NPI signature on winter North Americangeratures (Figure S4). Simulations
and reanalyses consistently point to a limited intppf NAO and SOI on winter North
American temperatures (Figures S5 and S6), whichbéith modes partly superposes
with PNA signals.

Similar considerations could be derived for winpeecipitation, but correlation patterns
between large-scale circulation modes and pretipitaover land are patchier than for
temperature. Overall, the quality of simulated fpiation patterns compared to
reanalyses is clearly poorer than for temperat@eth reanalyses and simulations
indicate locally significant negative correlationstween PNA and precipitation in the
mid-latitude United States.¢., wetter conditions under negative PNA, amck versa),
but with substantial differences in the detailstloé pattern (Figure 3). An important
robust feature is that all simulations except GEESR25 indicate weak negative
correlations over the central Rocky Mountains (Fgu3b-i), a region where
precipitation-sensitive proxies were screenedtertT2010 reconstruction.

In summary, the correlation patterns reveal a nthheterogeneity between simulations
in the quality of their representation of domindatge-scale circulation modes and

associated imprint on the North American climaté.cOurse, the spatial patterns are



342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372

derived from the chosen 50-year period within snglansient simulations, and are
therefore not necessarily representative of thditguat the different models. Still, some
general features are recognizable: A coarselyveddNorth American topography and a
poor representation of tropical and extra-tropfatific interactions are likely two major
challenges limiting the quality of the simulated 2 hnprints. The most apparent issues
concern FGOALS-gl, potentially due to its coarsesalution compared to the other

models.

3.2 Simulated PNA features during the last millennium

The evolution of the winter PNA index throughout thast millennium shares little
resemblance between the different simulations (€igta), which is indicative of a
limited effect of the external forcing since thétea is very similar across the ensemble.
Decadal and interdecadal phases of strong positivaimilarly, strong negative PNA
appear at different periods in different simulasipsuggesting that, in general, the PNA is
mostly determined by internal variability at thésae scales. No simulation displays a
prolonged strong positive PNA phase during theyeaél” century as featured by the
TT2010 reconstruction, but decadal-scale positii&A Fanomalies of similar relative
amplitude emerge sporadically in the ensemble dudiiferent periods (see dots in
Figure 4a). Such prolonged positive-PNA events &@yever, rare. Unlike in the
reconstruction, the early tj]9<:entury is characterized by predominant negatiX P
trends in the simulations (the period of discregasdighlighted by a horizontal red bar
in Figure 4b).

Running-window correlations between the PNA index #he other indices provide a
simple assessment of the variable strength of PBlAconnections in the different
simulations. Reanalysis data indicate that wintédAPand NPI are practically
indistinguishable: the two indices are robustlyhiyganti-correlated (thick black line in
Figure 5a). Simulations consistently feature sigaiit negative PNA-NPI correlations
through the last millennium, although with consage differences within the ensemble
concerning strength and stationarity of the stiatisfFigure 5a). CCSM4 produces the
strongest and most robust correlations, which apemvith values from reanalyses,

whereas FGOALS-gl produces the weakest and mos-\tarying correlations. The
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simulated winter PNA-NAO correlations are generallyak and negative during the last
millennium, in agreement with the non-significamdastrongly varying statistics from
reanalysis data (Figure 5b). Some simulations featnultidecadal periods when the
negative correlation becomes statistically sigaifit; suggestive of a temporarily strong
atmospheric connection between North Pacific andtiNétlantic sectors. This is
especially the case for CCSM4 (compare also suparggoatterns in Figure 1c and
Figure S2c). The negative PNA-NAO correlations espnt periods when the
atmospheric bridge linking Pacific and Atlantic nclte variability is active (for a
dynamical description seeg., Raible et al. 2001; Pinto et al., 2010; Baxted aligam,
2013). Decadal active phases of such bridge in foren of persistent negative
PNA/positive NAO pattern have been attributed tthboternal variability (Pinto et al.,
2010) and strong volcanic forcing (Zanchettin et &012). The winter PNA-SOI
correlation is significantly negative in the reaysals, though not very strong (Figure 5c).
CCSM4 produces PNA-SOI correlations that remairustlly around this observed value
throughout the last millennium, while the other glations produce generally lower and
more variable correlations (Figure 5c). In BCC-CSM1MPI-ESM-P and MIROC
correlations between SOl and both PNA and NPI (éteer not shown) are only
sporadically significant, meaning that these modetdure a weak connection between
tropical and extra-tropical North Pacific. Note ttithese results do not qualitatively
change if running-window correlations are calcudatger longer periods.

Changes in the relative importance of large-scatelen for North American winter
climate variability during the last millennium aassessed by comparing the fractional
variances of North American surface-air temperatun@ precipitation that are explained
by the different indices over sliding 30-year pde@aced at one-decade intervals. The
winter PNA is the dominant mode of simulated NoAmerican winter temperature
variability among the considered indices (PNA, NENSO), generally explaining
around 20% of the total variance (Figure 6). Omdy FGOALS-gl there are several
periods when the NPl becomes more dominant thafPMw. The strength of all index
signatures changes through time. The fraction oftiN@&merican winter precipitation
variability explained by the indices is generalgldw 10%, and the dominance of PNA
over the other indices is less clear than for teaipee (Figure S7).
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In summary, internal variability is an importanttar for the simulated PNA during the
pre-industrial millennium. The ensemble markedlysadirees with the TT2010
reconstruction, whose strong positive phase inedimy 19" century was interpreted as
resulting from a strong PNA response to solar faggiTT2010). Correlations between
indices reveal substantial differences in the satad representation of teleconnections
both within the ensemble and in comparison to rgaea. Among the considered
indices, PNA generally explains the largest fractiof North American winter
temperature variability. Only FGOALS-gl featurelpnged periods when PNA and
NPI explain comparable fractions of North Americgimter temperature variability. We
are therefore confident that through proper samgplif precipitation and especially
temperature proxies over North America, pseudosrsitactions are able to express
robust PNA signals rather than signals from othdices.

3.3 PNA pseudo-reconstructions

First, we validate the reconstruction approachTi2d10. This is done in a perfect model
framework by testing whether a reconstruction dedmgsed solely on geophysical
predictors from northwestern North America can jpdev meaningful pseudo-
reconstructions of the PNA. We use only predictts ghat provide a calibration skill
comparable to that of the actual TT2010 reconstnaiFigure S8 summarizes the full-
ensemble of pseudo-reconstruction calibrationskill

The so-obtained PNA pseudo-reconstructions arergiyeskillful according to both
employed full-validation metrics @R and CE): only a few pseudo-reconstructions give
CE values below 0, meaning they have no preditkit and are hence unacceptable
(Figure 7a). R, values can exceed the impose Ringe (see columns of numbers in
Figure 7a). In some simulations, different perfonce between the validation and
calibration periods can be related to the presearicgignificant local trends in North
American winter temperatures during the lattergeFigure S9) that are mostly due to
strong anthropogenic forcing imposed in the seduaifl of the 28' century. For some
simulations and predictor sets, the validationgubf® values (R,) for the PNA overlap

with those from the NPI (Figure S10), meaning tivatthese cases the pseudo-
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reconstructions are hardly effective in distinginghPNA-related features from other
signals.

The robustness of a reconstruction through tima major concern for its reliability.
Figure 8 shows that for the same set of prediatses! for Figure 7a theRkill of the
pseudo-reconstructions changes remarkably througé: tThere are periods when the
pseudo-reconstructions from one simulation are isterdly poorer, other periods when
they are consistently better, and there is genegrallarge spread in the quality of the
pseudo-reconstructions. The multidecadal and caigerariations of R suggest that
there is structural uncertainty on these time scal®te that, since metrics are calculated
based on deviations from the 30-year average, thelened R describes the
reconstruction skills mostly on interannual to désdavariability. The CE metric, which
accounts for the 30-year mean state, is charaeteby non-stationarity and inter-model
spread similar to R(not shown). Running-window statistics further izade that the
models substantially differ concerning the compeeaskills of reconstructed indices
(top panel of Figure 8): in some models, and mositeably in GISS-E2-R, the skills for
the PNA are often not better than for NPI; in othexdels, like MPI-ESM-P and BCC-
CSM1-1, the skills for the PNA are better thandtirother indices. We conclude that the
approach is effective in distinguishing the recamdtd PNA from other indices only for
the latter models.

Another of our main objectives is to assess theaistitess of the interdecadal strong
positive PNA phase identified by the TT2010 recoreton in the early 10 century.
Figure 8 shows particularly large inter-model spremthe R metric during the late 18
and early 19 centuries, with some simulations performing vesliPSL-CM5A-LR,
GISS-E2-R25 and MPI-ESM-P) while others show sofite@ poorest skills in the entire
millennium E.g., BCC-CSM1-1 and GISS-E2-R25l should be noted that the PNA
pseudo-reconstructions are generally biased towsgdative PNA values (black vertical
lines in Figure 9). This is mainly due to the fétat most simulations have strong local
trends in 28 century temperatures (Figure S9), which result BNA pseudo-
reconstructions roughly following a hockey-stickapke over the last millennium. As a
consequence of this bias, our pseudo-reconstrigctiemd to underestimate interdecadal

phases of very strong positive PNA that are detettteoughout the simulations (see the
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negatively-centered histogram in Figure 9a). Bytiast, interdecadal phases of strong
positive PNA in the pseudo-reconstructions seemetrribe the actual PNA conditions
more accurately, as shown by the rather symmedtinpst zero-centered probability
distribution of ensemble residuals for these evéRtgure 9b). So, whereas actually
simulated prolonged strong positive PNA phases maly be correctly captured by
pseudo-reconstructions, prolonged strong positibvasps emerging in the pseudo-

reconstructions are generally ‘true’.

There are further concerns about the capabilitps#udo-reconstructions to accurately
capture the PNA low-frequency variability. We fitltat pseudo-reconstructions tend to
overestimate the amplitude of multidecadal-to-cemit# fluctuations (Figure 10). In
some simulations, like BCC-CSM1-1, CCSM4, FGOALSajid MPI-ESM-P, the
spectra of the pseudo-reconstructions entail largplitude peaks in this frequency band
that do not appear in the spectrum of the actuaéxn GISS-E2-R and MIROC, by
contrast, produce pseudo-reconstructions whoserapagree fairly well with that of the
simulated PNA. The different agreement between gs€aconstruction-spectra and the
actual PNA spectrum implies that the models disagabout whether i) the low-
frequency temperature and precipitation excursmapured by the pseudo-proxies are
related to the PNA and/or whether ii) the PNA redotthe same low-frequency forcing
as the temperature and precipitation pseudo-prog@s Combining evidence from
Figures 8, 9 and 10, we conclude that the erroithenpseudo-reconstructed prolonged
positive PNA phases and, more generally, the virigkills of pseudo-reconstructions on
multidecadal and centennial time scales reflectepigsentation of low-frequency PNA
variability by the pseudo-reconstructions. Thistsakubt on the reliability of the early-
19"-century PNA event identified by the TT2010 reconstion.

Considering PNA pseudo-reconstructions insteadefactually simulated PNA indices
does not solve the discrepancy between simulataons the TT2010 reconstruction
during the early 19 century (Figure 4c). In fact, none of the simuas displays

significant positive winter temperature anomalieseronorthwestern North America
during the period 1800-1820 (Figure S11), which ldooe consistent with a positive
phase in the PNA pseudo-reconstructions followimg ¢urrent definition. Instead, the
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anomalous patterns are characterized by a markietolgeneity, suggesting lack of a
robust response to external forcing across the mp#éth no pattern resembling the
typical PNA structure. Accepting the reconstrucRMA behavior during the early 19
century as accurate and the simulated climatesalistic, the apparent discrepancy can
only be solved by interpreting the first as a paitr event of internal climate variability,
hence unlikely captured (in its temporal occurrgnoea small-size ensemble as the one
at hand. Indeed, a similar discrepancy is foundhm late 1940s for a reconstructed
decadal-scale negative PNA phase (Figure 4c), iacheot characterized by prominent

(inter)decadal forcing events.

3.4 Designing new PNA reconstructions

A natural question at this point is whether thereniargin to improve reconstructions of
the PNA. Potential for improvement may come, fatamce, from the inclusion of new
and/or better predictors over northwestern Northefioa. Simulations disagree about
whether the skills of the actual TT2010 PNA recamdion and of its synthetic analogs
represent the limit of this reconstruction approdtme simulationse(@., BCC-CSM1-

1, FGOALS-qgl) indicate that the calibration skifi the TT2010 reconstructions is close
to the expectation for the method (Figure S8). ttmep simulations, including CCSM4
and IPSL-CM5A-LR, geophysical predictor sets froorthwestern North America tend
to produce R, values above the 0.45-0.55 range, while this rasge the upper tail of
the R distribution in MPI-ESM-P (Figure S8). The subsefspredictors yielding the
highest R; values among the considered random sets delitieatepper bound of this
reconstruction method by the inclusion of impropeedictors. Accordingly, analogously
to Figure 7a, Figure 7b summarizes the skill mstrfor the subset of pseudo-
reconstructions with & values in the upper quartile of thé.Rlistribution. BCC-CSM1-
1, CCSM4 and less so GISS-R24 and IPSL-CM5A-LRcati upper potential for the
TT2010 approach, especially in terms &§ Rompare panels a and b in Figure 7). This is
not the case for FGOALS-gl, GISS-E2-R25 and MPI-EBMwhose best skill scores
indicate that pseudo-reconstructions from northerestNorth American predictors are
unlikely capable of explaining substantially largeriance than obtained in the actual

TT2010 reconstruction. The simulations also disagadout whether an improved
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selection of predictors would lead to more distispable reconstruction skills between
PNA and NPI (not shown).

The correlation patterns between the residuals hef PNA pseudo-reconstructions
illustrated in Figures 7a and 8 and North Amerieginter temperatures (Figure 11)
indicate that, consistently among the simulati@msapproach only using predictors from
northwestern North America lacks important inforimatfrom the southwestern and
southeastern United States. Both regions corresfmaldaracteristic regions for the PNA
signature on North American winter temperaturegyf@ 2). The residual correlation
patterns and their robustness reflect structuritidacies, and suggest possible changes
in the reconstruction design to improve PNA recautiions. Inclusion of temperature
information from the southeastern United Statesldjoior instance, reduce the risk of
erroneously interpreting periods of spatially umifiocontinental warming/cooling or
moistening/drying over North America as positivgaive PNA phases.

Accordingly, Figure 7c outlines the potential oetheconstruction method through an
improved selection of proxy locations and extendalibration period. In this case, the
predictor sets include temperature sampled fronoxalbcated over Florida instead of
precipitation sampled from the southern box overilestern United States, so that the
model can capture information from the easternmeghtive PNA center (Figures 1 and
2). The potential quality of the PNA pseudo-recartions obtained with this design is
greatly improved according to both considered skiditrics (compare panels b and c in
Figure 7). The quality of the pseudo-reconstrudistill varies substantially through the
last millennium (not shown), but the risk of pesoaf unskillful reconstructions (CE<0)
is much lower than for a design limited to northtees North America. The pseudo-
reconstructions further display improvement in thegative bias and a substantially
better representation of low-frequency PNA variapiFigure S12). However, the
models disagree about which factoe.( extended calibration period or inclusion of a
temperature predictor for the southeastern UnitatieS) more strongly contribute to the
improved results.

In summary, pseudo-proxy experiments appear toseuimental in both the designing
and the assessment of future PNA reconstructioriscoDrse, the exemplary design

proposed here represents an ideal setting, andefafoplications of this tool for real-
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world reconstructions would require the pseudo-prexperiments to be designed based

on quality and type of actually available proxies.

4. Discussion

In order to understand the implications of our hssior real-world proxy reconstructions
and for the interpretation of last-millennium cliteasimulations, our discussion
concentrates on three aspects: limitations of #@monstruction methods and of our
pseudo-reconstruction design in particular; weakegsn the simulated representation of
the PNA, and of its teleconnections and variabiléyd issues related to (regional)
climate attribution before the observational periadd uncertainties affecting the

simulation of the early-18century climate.

Our pseudo-proxy investigation reveals the inhelemtations of a PNA reconstruction
method solely relying on local geophysical predietivom northwestern North America.
Assumptions of linearity and stationarity betweeoal hydro-climate variability and the
large-scale atmospheric circulation described l®yRNA are further weaknesses of the
approach. In our linear definition, the PNA robysflbominates winter North American
climate variability (Figures 6), which is an encaging premise for reconstruction
attempts. Nonetheless, the so-defined PNA indexmoagapture shifts in the location of
the mode’s centers of action and in the associgedonnections (Raible et al., 2014).
Furthermore, our pseudo-reconstructions can bectaffeby the non-stationarity of the
teleconnection pattern to North America of othede®of climate variability, like ENSO
(Coats et al.,, 2013). Pseudo-reconstructions stiggas margins exist to substantially
improve the quality of the reconstructed PNA baseda TT2010-like multi-linear
regression method, for instance if the multiple Pd&hsitive regions over North
America are more exhaustively represented in tleeliptors’ set and if the calibration
period is extended. However, including temperateesitive predictors from the
southeastern North America and extending the el period to the full 2Bcentury,
as in our pseudo-proxy experiment (Figure 7c¢), imaylifficult due to the nature of real-
world climate proxies and limitation of observa@blata suitable for model calibration.
First, as noted above, the ensemble teleconnegiaiterns in Twentieth-Century-
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Reanalysis data — the longest reanalysis produstawailable — are poorly constrained
during the first half of the 2Dcentury over the Pacific (Raible et al., 2014)effhthe
Northern Hemisphere’s ring-width network shows thidite proxy-responses to
atmospheric modes like the PNA are determined ¢ynaplex causal chain linking large-
scale circulation, local climate and seasonal greevth (St. George, 2014). Accordingly,
relatively few chronologies, mostly from the Pazifiorthwest and northern Rockies,
significantly respond to the winter PNA (St. Geqrg@14). More generally, real climate-
proxies can be critically affected by noise (voorgh et al., 2009), and may suffer from
non-stationary climate-proxy relationships that areglected in our perfect-model
framework €.g., Evans et al., 2013; D’Arrigo et al 2008). Thesese however, long
winter precipitation-sensitive, and possibly alsmperature-sensitive, proxies across the
southern United States.g., Stahle et al., 1994; St. George, 2014; St. GeargkAult,
2014), upon which future designs of PNA pseudoqmstroction exercises could be
based. As shown in supplementary Figure S13, tils sk an ensemble of TT2010-like
PNA pseudo-reconstructions progressively detemorfatr increasing levels of noise
artificially introduced in the predictors. Skillepend more on the level of noise rather
than on the type of noise, at least for low amowitsioise, in accordance with von
Storch et al. (2009). For a signal-to-noise rafid ¢Figure S13c,f) explained variances
for the validation period never reach 0.5, and metse generally produces unskillful
reconstructions. So, our pseudo-proxy investigatisnonly meant as an idealized
example demonstrating the potential margins of owement offered by the
reconstruction method. Its application to a reabdoPNA reconstruction requires

scrutiny of available data, which we defer to ddwlup dedicated study.

Poor modeling of the PNA-related dynamics is aigiitforward explanation of the early-
19" century discrepancy between the reconstructionthadsimulations. Furthermore,
the realism of our PNA pseudo-reconstructions sele the realism of simulated
patterns, variability and teleconnections of theAPak well as of other hemispheric
modes imprinting on the North American climate. d@&te representation of observed
dominant modes of climate variability and of th&teconnections still represents a

challenge for coupled climate simulatioresg(, about ENSO see: Guilyardi et al., 2012,
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Zou et al., 2014). Unrealistic simulated repred@ma of large-scale atmospheric
circulation modes can arise due to biased oceansgihere coupling over remote
regions: Coupled climate models are still affecbgdconsiderable biases in regional
SSTs and sea ice - especially in the North Atla@tcean - that are associated, in the
Northern Hemisphere, to cold biases resembling Nloethern Hemisphere’s annular
mode (Wang et al., 2014). This suggests that goodemperformance in simulating

regional processes may be overridden by the effe@mote biases.

Our definition of the PNA index does not account fmssible displacements of its
centers of actions in simulated patterns comparedanalyses. An alternative definition
based on empirical orthogonal functions (EOF) tssul PNA indices that share between
half (MIROC-ESM) and almost the whole (CCSM4) totakiance with the pointwise-

based PNA indices over the observational period &mplementary Table S1). Spatial
differences between simulated EOF-based and paetbésed patterns also vary
considerably across the ensemble (Table S1).rbisyet clear whether and how these
uncertainties related to the index definition affethe details of the pseudo-
reconstructions. The validity of our general cosmus clearly stands for the sub-
ensemble including only models with the most cdesisPNA indices across the two
definitions (CCSM4, IPSL-CM5A-LR, MPI-ESM-P).

The marked inter-model differences in the PNA-pritation correlation patterns over
North America and their general disagreement witd bbserved pattern (Figure 3)
highlight the large uncertainties in the connectbmiween large-scale circulation and
local hydro-climates that still affect state-of-the coupled climate simulations. In this
regard, topography largely determines the wavesdikecture of the PNA and its surface
signature. Its dominant role was already highlightey TT2010 in describing the

characteristics of their two precipitation-sengtitree-ring series from Montana and
Wyoming. Poor model topography likely leads to b&as representing the PNA pattern
and more visibly its climate fingerprints. This wasemplified here by the stark contrast
between the low-resolution model FGOALS-gl and lthgh-resolution model CCSM4

(compare panels ¢ and d in Figures 1-3). With feweptions, topography in the

employed models misses critical plateau elevatitvas are crucial for the onset and
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sustenance of snow/ice-related feedbacks (BerdahlRobock, 2013). These could be
relevant for the reinforcement/dampening of the aitsm High during the development
phase of a positive/negative PNA (Ge and Gong, R0®&ordingly, these latter model
deficiencies can partly explain why inclusion ofegpitation over the Rockies as a
predictor degrades the skills of our pseudo-recansbns and yields much weaker skills

than the actual TT2010 reconstruction (as discusseedction 2.4).

A possible solution to the discrepancy betweenrézenstruction and the simulations is
to attribute the reconstructed early™@entury positive PNA phase to internal
variability. Supporting this hypothesis, interdeghgersistent positive PNA phases
emerge in all simulations throughout the last mifiem without consistent timing
(Figure 4a). However, simulated events are geryenabker than the reconstructed event
and the number of those longer than 20 years iguexis (see supplementary Figure
S14). Therefore, notwithstanding the caveats desdriabove about the realism of
simulated PNA dynamics and variability, the recansted early-18-century positive
PNA phase is compatible with an exceptional evdninternal climate variability. A
similar interpretation has been recently proposeéth the support of climate simulations,
for reconstructed multidecadal droughts in the ls@estern North America during the
last millennium (Coats et al., 2015). Further suppg this hypothesis, the simulations
ensemble does not point to coherent positive PN#xrelies during other periods of the
last millennium with concomitant strong volcaniadmg and weak solar forcing, e.g.,
the mid 18' and the late I7centuries (Figure 4a).

Under the alternative hypothesis that the recootclearly-19-century positive PNA
phase is externally driven, the discrepancy betwéesm reconstruction and the
simulations can be explained by common model defaies in the simulated dynamical
response to natural forcing and/or by uncertaintthe (reconstructed) imposed external
forcing. Supporting this hypothesis, state-of-theemupled climate models still suffer
from a deficient representation of stratospherid aoupled stratosphere-troposphere
dynamics (Kodera et al., 1996; Woollings et al.1@0Q which affect the simulated
response to volcanic (Driscoll et al., 2012; ClerlPerez et al., 2013; Muthers et al.
2014) and solar (Gray et al., 2010; Anet et al14dorcing. Furthermore, inter-model
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disagreement about post-eruption oceanic evolufiegs Ding et al., 2014) shows that
large uncertainties still exist about decadal-sadimate variability during periods of
strong volcanic forcing and the role of the ocean determining the surface-air
temperature response (Canty et al.,, 2013). Semgittimulations performed with a
chemistry—climate model demonstrate the importasfcthe Dalton Minimum of solar
activity for the persistence of the hemisphericdctdmperature anomalies of the early
19" century (Anet et al., 2014). Yet, the cold wintemperature anomalies depicted by
these simulations over Alaska during the period518825 do not match with the imprint
of a positive PNA. Single-model ensemble climatewations have shown that the 1815
Tambora eruption produces robust large-scale atneospcirculation anomalies, roughly
corresponding to a positive PNA phase, only in #issence of additional external
disturbances, whereas under full-forcing conditimueh positive PNA-like features
become hardly distinguishable (Zanchettin et &13&). The same simulation-ensembles
have further demonstrated that internal climatéatdlity can be a source of uncertainty
for the simulated early-i9century decadal climate evolution as important tias
(reconstructed) imposed forcing (Zanchettin et 2013a). Moreover, although climate
simulations depict an interannual to decadal PNA/Xgsponse to strong tropical
volcanic eruptions (Zanchettin et al., 2012; Wahgle 2012), responses on longer time
scales may be damped by the resilience of thedetadal component of the Pacific
Decadal Oscillation to natural external forcing ri£hettin et al., 2013b).

Uncertainty in the external forcing factors actongthe early-18-century climate further
complicates the attribution of reconstructed anchusated variability. For instance,
reconstructed variations in total solar irradiaace affected by considerable uncertainties
(e.g., Schmidt et al., 2011; Shapiro et al., 2011) ab agedeficiencies in accounting for
the spectrum variations for solar forcing and ozmsponse (Gray et al. 2010). Debate is
ongoing about how changes in total solar irradiaaffect the tropical oceans, with
different observations and different simulationsagireeing about whether warming
rather than cooling of the upper tropical Paciii@kpected under enhanced solar activity
(Misios and Schmidt, 2012). Moreover, the radiativepact of tropical volcanic

eruptions is sensitive to the season of the emngfi@ohey et al., 2011; Froelicher et al.,
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2013), and the season of the 1809 tropical erupsostill insufficiently constrained
(Cole-Dai et al., 2009).

5. Conclusions

Our results depict a discrepancy between recorsttuand simulated PNA behavior
during the early 19 century, an exceptionally cold period in the Nerth Hemisphere
characterized by concomitant weak solar and strkaricgnic forcing. According to our
pseudo-proxy investigation, reconstructions basadnorthwestern North American
geophysical predictors are potentially skillful i#®rms of two different metrics
(coefficient of determination and coefficient of@i). Such an approach following Trouet
and Taylor (2010) is also likely capable of captgrstrong interdecadal positive PNA
phases, like the one reconstructed for the earl déntury. However, a number of
sources of uncertainty and potential deficiencies atill present especially at
multidecadal and centennial timescales. Furtherm@seudo-reconstructions based
solely on predictors from northwestern North Amaraften cannot distinguish between
the PNA and the North Pacific Index describinggtrength of the Aleutian Low.

The PMIP3pastl000 and historical simulations provide an overall satisfactory
representation of the observed PNA spatial patterd of its imprint on the North

American climate. Simulated pre-industrial PNA eitmns show a predominance of
internal variability over forced signals, which édube used as an argument to explain
why simulations do not robustly exhibit the reconsted positive PNA phase in the early
19" century. Shifting focus to attribution of the restructed anomaly requires

confidence that simulations do not suffer from camnnaeficiencies in the response to
natural forcing, in the applied reconstructed fogcand/or in the internally-generated
climate variability. We need therefore to bettedewstand the relative role of externally-

forced and internal climate variability during ghee-industrial period.

A refined topography associated with high horizbmedel resolution appears to be
essential for models to realistically capture therection between the large-scale

circulation and the local climatic/environmentahddions upon which a reliable PNA
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reconstruction depends. However, our pseudo-recansins also indicate that there is
margin to substantially improve the available PN&anstruction, in particular through a
more exhaustive representation of the multiple Pd¢Asitive regions over North

America in the predictors’ set. These results t@llstrengthened cooperation between
the climate-proxy and climate modeling communitresrder to improve our knowledge

about the early-T9century PNA and to solve the related reconstraesimulations

discrepancy.
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Figure captions

Figure 1 — Observed and simulated correlation nbapseen the winter PNA index and
winter Z500 time series for the period 1950-2006tmark grid points where the
correlation is not significant at 95% confidence@amting for autocorrelation. The green
contours mark the boxes used for the calculatiash@PNA index. In panels b-i, the
numbers reported in the title are the spatial ¢atiens between observed and simulated
patterns calculated for the domain north of 20%d\tifis purpose NCAR data were
regridded to the model grid).

Figure 2 — Observed and simulated correlation nbapseen the winter PNA index and
winter surface-air-temperature time series forgbeod 1950-2005. Dots mark grid
points where the correlation is not significan®a% confidence accounting for
autocorrelation. The green contours mark the basesd for the TT2010 reconstruction.
In panels b-i, the numbers reported in the titeetae spatial correlations between
observed and simulated patterns calculated foshiog/n land-only domain north of 12°
N (to this purpose NCAR data were regridded tontioglel grid).

Figure 3 — Observed and simulated correlation nbapseen the winter PNA index and
winter precipitation time series for the period @2805. Dots mark grid points where
the correlation is not significant at 95% confideccounting for autocorrelation. The
green contours mark the boxes used for the TT28d@nstruction. In panels b-i, the
numbers reported in the title are the spatial ¢atimns between observed and simulated
patterns calculated for the shown land-only donmairth of 12° N (to this purpose

NCAR data were regridded to the model grid).

Figure 4 — Simulated, reconstructed and pseudmsdagected evolutions of the winter
(djf) PNA index. a) smoothed PNA time series frdma simulations for the whole last
millennium; b) comparison between smoothed andy,thermalized (over the period
1725-1999) PNA time series from the simulations @nedT T2010 reconstruction; c)
comparison between normalized (over the period 1198®) pseudo-reconstructions
(shown as agreement between pseudo-reconstruétmnsll the simulations) and the
TT2010 reconstruction. Smoothing in panels a anéé performed through an 11-year
running moving average. Dots in panel a individudeeach simulation, occurrences of
prolonged periods of positive PNA (defined as pasivhere the normalized smoothed
index is above 1 for at least 15 consecutive yeadis red bar in panels b and ¢
highlights the approximate period of the simulasisaconstruction discrepancy.
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Figure 5 — Running-window (31-year) correlationsheff winter (djf) PNA with winter
NPI (a), NAO (b) and SOI (c) indices for simulatsoftolored lines) and reanalysis
(black thick lines) data. Dots mark when correlati® statistically significant at 95%
confidence accounting for autocorrelation.

Figure 6 — Fractions of total variance of winterrtloAmerican surface air temperatures
(land only grid points within the domain 20-70°N01300°E) explained by winter PNA,
NPI, NAO and SOl indices for individual models. Was are calculated over decadally-
paced 30-year periods.

Figure 7 — Skill metrics (coefficient of determiivat (RPv) and coefficient of error (CE))
of the ensemble PNA pseudo-reconstructions foftlalidation period. Different
panels illustrate results from different recondiiarcdesigns, summarized on the title of
each panel: a) reconstructions based on geophysiedilctors from northwestern North
America, with Rc comparable to that of the actual TT2010 reconttm (see methods);
b) same as panel a, but for beét Ralues; c) best® values from an idealized design
including a temperature predictor over Florida. Tlaenbers inside each panel indicate
the minimum and maximum?®R values obtained for each model. Insets in eacelpa
map the three boxes from where gridded data arpledno be included as predictors,
with the name reported in each box (tas: surfaceeaiperature, pr: precipitation).

Figure 8 — Skill metric (B for an ensemble of PNA reconstructions based on
geophysical predictors from northwestern North Ageefor subsequent 30-year periods
(paced at 3-decade intervals). To be comparable TMi2010, only the subset of
reconstructions with &for the 1950-1999 calibration period in the raf)d5-0.55] are
shown, as for Figure 7a. For each 30-year periots @e minimum, mean and maximum
of R? values, vertical lines indicate the inter-quariiteerval of R values. The top
symbols indicate 30-year periods when tifes&ue for NPI (square), SOI (triangle) or
NAO (circle) is, for at least one predictor setitbethan the worse PNA value.

Figure 9 — Pseudo-reconstructions' accuracy inriésg interdecadal positive PNA
phases. Histograms are ensemble (all simulatianp)recal probability distributions of
residuals (predicted value minus true value) framwinter PNA pseudo-reconstructions
obtained following an approach similar to TT201@ dtustrated in Figures 7a and 8 for
(a) target 21-year smoothed PNA values above tfep@ecentile and (b) pseudo-
reconstructed 21-year smoothed PNA values abovedheercentile. The black vertical
lines indicate the full-period average residuatsrfiindividual simulations. 90

percentiles are calculated over the full simulatod therefore reflect also full-period
biases in the pseudo-reconstructions. The smoothimgeant to mimic the approximately
20-year duration of the early-T@entury positive PNA phase in the TT2010
reconstruction. The considered positive PNA phasesampled throughout the
simulations, regardless of their timing.

Figure 10 — Power spectral density of the winteARMNIex (blue line) for individual
simulations with associated 95% confidence leviiglolashed line) and agreement
between the spectra of the pseudo-reconstructsiraslng) obtained following an
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approach similar to TT2010 and illustrated in Fegi7a and 8. Agreement is defined, for
a given frequency, as the fraction of total psergtmnstructions having power within 0.1
units’/year intervals. All indices are standardized adiray to the 1950-1999

climatology.

Figure 11 — Correlation maps between the ensemigage residuals (predicted value
minus true value) from the winter (djf) PNA pseudgonstructions obtained following
the TT2010 approach and illustrated in Figuresriéh8&and winter surface-air-
temperature time series for the pre-industrialquetp to 1849. Dots mark grid points
where the correlation is not significant at 95%fatence accounting for autocorrelation.
The green contours mark the boxes used for the I0 28construction.
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Figure 1 — Observed and simulated correlation rbapseen the winter PNA index and winter Z500
time series for the period 1950-2005. Dots mar#d goints where the correlation is not significaint a
95% confidence accounting for autocorrelation. gleen contours mark the boxes used for the
calculation of the PNA index. In panels b-i, theniers reported in the title are the spatial cotiia
between observed and simulated patterns calcuiateéde domain north of 20° N (to this purpose
NCAR data were regridded to the model grid).
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Figure 2 — Observed and simulated correlation nbapseen the winter PNA index and winter surface-
air-temperature time series for the period 195052@ts mark grid points where the correlationas n
significant at 95% confidence accounting for autoglation. The green contours mark the boxes used
for the TT2010 reconstruction. In panels b-i, thenbers reported in the title are the spatial
correlations between observed and simulated pattaiculated for the shown land-only domain north
of 12° N (to this purpose NCAR data were regridethe model grid).
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Figure 3 — Observed and simulated correlation nbapseen the winter PNA index and winter
precipitation time series for the period 1950-20D&ts mark grid points where the correlation is not
significant at 95% confidence accounting for autoglation. The green contours mark the boxes used
for the TT2010 reconstruction. In panels b-i, thenbers reported in the title are the spatial
correlations between observed and simulated patteticulated for the shown land-only domain north
of 12° N (to this purpose NCAR data were regridttethe model grid).
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Figure 4 — Simulated, reconstructed and pseudmstaected evolutions of the winter (djf) PNA index.
a) smoothed PNA time series from the simulatiomgie whole last millennium; b) comparison
between smoothed and, then, normalized (over the&725-1999) PNA time series from the
simulations and the TT2010 reconstruction; c) camspa between normalized (over the period 1950-
1999) pseudo-reconstructions (shown as agreememéde pseudo-reconstructions from all the
simulations) and the TT2010 reconstruction. Smaflm panels a and b was performed through an
11-year running moving average. Dots in panebaviduate, for each simulation, occurrences of
prolonged periods of positive PNA (defined as pisiavhere the normalized smoothed index is above
1 for at least 15 consecutive years). The redrbpanels b and c highlights the approximate pesiod
the simulations-reconstruction discrepancy.
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Figure 6 — Fractions of total variance of winterrticAmerican surface air temperatures (land onig gr
points within the domain 20-70°N, 190-300°E) expdal by winter PNA, NPI, NAO and SOI indices
for individual models. Values are calculated adecadally-paced 30-year periods.
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Figure 7 — Skill metrics (coefficient of determiivat (R?v) and coefficient of error (CE)) of the
ensemble PNA pseudo-reconstructions for the fuldation period. Different panels illustrate result
from different reconstruction designs, summarizadree title of each panel: a) reconstructions based
on geophysical predictors from northwestern Nomthetica, with Rc comparable to that of the actual
TT2010 reconstruction (see methods); b) same asl parbut for best R values; c¢) best & values
from an idealized design including a temperatusslgtor over Florida. The numbers inside each panel
indicate the minimum and maximunf\Rvalues obtained for each model. Insets in eackelpaap the
three boxes from where gridded data are sampléeé iacluded as predictors, with the name reported
in each box (tas: surface air temperature, pr:ipitation).
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Figure 8 — Skill metric (B for an ensemble of PNA reconstructions basedenplaysical predictors
from northwestern North America for subsequent 8@ryperiods (paced at 3-decade intervals). To be
comparable with TT2010, only the subset of recamsions with R for the 1950-1999 calibration
period in the range [0.45-0.55] are shown, as fguifeé 7a. For each 30-year period, dots are minimum
mean and maximum ofvalues, vertical lines indicate the inter-quariiteerval of R values. The top
symbols indicate 30-year periods when tRev&ue for NPI (square), SOI (triangle) or NAO () is,

for at least one predictor set, better than thesaey®NA value.
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Figure 9 — Pseudo-reconstructions' accuracy in ritesg interdecadal positive PNA phases.
Histograms are ensemble (all simulations) empirgrabability distributions of residuals (predicted
value minus true value) from the winter PNA pseweoenstructions obtained following an approach
similar to TT2010 and illustrated in Figures 7a &nidr (a) target 21-year smoothed PNA values above
the 90" percentile and (b) pseudo-reconstructed 21-yeamotimed PNA values above the ™0
percentile. The black vertical lines indicate thell-period average residuals from individual
simulations. 90 percentiles are calculated over the full simulatmd therefore reflect also full-period
biases in the pseudo-reconstructions. The smootisingeant to mimic the approximately 20-year
duration of the early-F9century positive PNA phase in the TT2010 recomsion. The considered
positive PNA phases are sampled throughout thelations, regardless of their timing.
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Figure 10 — Power spectral density of the winteARMNex (blue line) for individual simulations with

associated 95% confidence level (blue dashed énd)agreement between the spectra of the pseudo-
reconstructions (shading) obtained following anrapph similar to TT2010 and illustrated in Figures
7a and 8. Agreement is defined, for a given freqyeas the fraction of total pseudo-reconstructions
having power within 0.1 unitg/ear intervals. All indices are standardized adiray to the 1950-1999

climatology.
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Figure 11 — Correlation maps between the ensemamge residuals (predicted value minus true
value) from the winter (djf) PNA pseudo-reconstroics obtained following the TT2010 approach and
illustrated in Figures 7a and 8 and winter surfacdemperature time series for the pre-industrial
period up to 1849. Dots mark grid points where ¢berelation is not significant at 95% confidence
accounting for autocorrelation. The green contonask the boxes used for the TT2010 reconstruction.



