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Abstract. Understanding natural climate variability and its Ice Age disagrees with that found in the reconstructions.
driving factors is crucial to assessing future climate changeThus, either internal variability is a possible major player in
Therefore, comparing proxy-based climate reconstructionshaping temperature changes through the millennium or the
with forcing factors as well as comparing these with paleo-model simulations have problems realistically representing
climate model simulations is key to gaining insights into the the response pattern to external forcing. A last millennium
relative roles of internal versus forced variability. A review transient climate response (LMTCR) is defined to provide
of the state of modelling of the climate of the last millen- a quantitative framework for analysing the consistency be-
nium prior to the CMIP5-PMIP3 (Coupled Model Intercom- tween simulated and reconstructed climate. Beyond an over-
parison Project Phase 5—Paleoclimate Modelling Intercom-all agreement between simulated and reconstructed LMTCR
parison Project Phase 3) coordinated effort is presented anghnges, this analysis is able to single out specific discrepan-
compared to the available temperature reconstructions. Sineies between some reconstructions and the ensemble of sim-
ulations and reconstructions broadly agree on reproducingilations. The disagreement is found in the cases where the re-
the major temperature changes and suggest an overall lireonstructions show reduced covariability with external forc-
ear response to external forcing on multidecadal or longeiings or when they present high rates of temperature change.
timescales. Internal variability is found to have an impor-

tant influence at hemispheric and global scales. The spa-

tial distribution of simulated temperature changes during the

transition from the Medieval Climate Anomaly to the Little
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394 L. Fernandez-Donado et al.: Last millennium temperature response

1 Introduction ies have focused on the reconstruction of past temperature
and precipitation, a considerable number of them have also
The level of understanding of the present climate state reexplored atmospheric circulation patterns and indices (e.g.
lies to a large extent on the analysis of instrumental data_uterbacher et al2002 Trouet et al.2009. The integration
(e.g. Forster et al. 2007 Trenberth et al.2007 Lemke  of local and/or regional proxy information into large-scale,
et al, 2007 and of experiments with atmosphere—ocean gen-hemispheric or global reconstructions is performed with a va-
eral circulation models (AOGCMs; e.Randall et al.2007, riety of methodological approaches, from simple composit-
Meehl et al,2007). Current climate conditions can be viewed ing and scaling of local/regional series (etegerl et al,
as the result of different processes interacting at a rang@007a Mann et al, 2008 Ljungqvist 2010 and regression-
of timescales, many of which are longer than the length ofbased approaches of various levels of complexity (i
the instrumental periodPgixoto and Oort1984 Houghton gley and Lj 2012 Luterbacher et al.2004 Mann et al,
2005 Jansen et gl2007). Such sources of variability may be 2009 to Bayesian methodd{nhgley and Huybers201Q Li
related to internal dynamic®glworth and Zeng2012 and et al, 201Q Werner et al.2012. Most of these methods are
feedbacks in the system, or may be a response to changgsone to various degrees of variance loss that can affect the
in natural or anthropogenic external forcing3ttera et al. amplitude of low-frequency variability. This loss can arise,
2010. The limited time span of the instrumental period (e.g. among other factors, from variance underestimation implicit
Brohan et al.2006 Lawrimore et al. 2011 makes it diffi- in regression methods, contribution of low-frequency non-
cult to study mechanisms operating on long temporal scaleslimatic noise from proxies that perturbs the calibration pro-
and characterize the level of internal and forced variabil-cess, low climate signal to noise ratios in proxies or spa-
ity of the system. The use of AOGCMs and the analysistial underrepresentation (e.Buerger and Cubasci2005
of indirect (proxy) sources of climate information can add Buerger et a].2006 Juckes et al.2007 Christiansen et 3.
to the knowledge obtained from instrumental records alone2009 Smerdon2012). This uncertainty adds to the previous
(Jones et al2009. factors inherent to each proxy source and will affect assess-
The Late Holocene climate offers an immediate temporalments involving comparisons of climate reconstructions and
context, similar enough to the present climate, against whictsimulations.
the recent warming can be compardar{sen et g312007). Numerical simulations of the climate over the last millen-
The availability of high resolution proxy data in comparison nium have used models of varying complexity, from energy
to earlier periods allows the development of reconstructiondbalance models (EBMs; e.@rowley, 2000 Hegerl et al.
of the time evolution, and sometimes the past spatial distribu2006 and Earth system Models of Intermediate Complexity
tion, of some important climate parameters as well as of pas(EMIC; e.g.Bauer et al.2004 Goosse et al2005 to com-
external forcing factors. The latter have been used, in turn, aprehensive AOGCMs (e.smmann et al.2007 Gonzlez-
boundary conditions for climate model simulations, many of Rouco et al.2003 Servonnat et 312010 Swingedouw et a/.
them spanning at least the last millennium. Reconstruction2010 or Earth system models, which include a more real-
and simulations are both subject to their own strengths andstic representation of some system components, such as a
weaknesses since they are both affected by different sourcetynamic vegetation or a carbon cycle component @ugg-
of uncertainty. claus et al. 2010. Such simulations contribute to the un-
Climate reconstructions are based on documentary obsederstanding of the climate of the last millennium and may
vations as well as on geological and biological data that offerthave implications for estimations of future climate change.
proxy information of past climate variabilityJones et al. Some examples are a better understanding of the analysis
2009. These data are used in statistical models that are calef the response to natural and anthropogenic external forc-
ibrated with instrumental data and subsequently used to proings and the mechanisms involved (eZgrita et al, 2005
vide an estimation of the past climatic evolution of a particu- Goosse et al2006h Ammann et al.2007), a validation of
lar parameter of interesiprth et al, 2006. Proxy data have the simulated signal of the external forcing through compari-
different temporal resolutions and spatial coverages, are ofson with climate reconstructions (e@rowley, 200Q Bauer
ten biased to certain seasons, and show sensitivity to differergt al, 2003 Hegerl et al. 2011, a narrowing of the ranges
climate parameters, as well as environmental factors not neosf climate sensitivity estimatesiggerl et al. 2006, and the
essarily related to climatelgnes et a].2001, 2009. When  use of the simulated climate as a pseudo-reality to validate
used in multiproxy approaches that integrate local or regionathe statistical methodologies applied in proxy-based climate
information from different sources and areas, all these factorseconstructions (seemerdon2012 and references therein).
may contribute to larger uncertainties and noise. AOGCM simulations provide the most comprehensive and
Climate reconstructions have targeted different spatialexhaustive representation of the climate system, but they
scales, from local, regional and continental (dgnes etal.  also contain errors arising from simplification due to com-
2009 Luterbacher et al2004 Buntgen et a.2008 Garcia-  putational constraints and the limited knowledge of the cli-
Herrera et al.2008 to hemispheric and global (e.Briffa mate system and external forcings. These sources of error
etal, 1998 Mann et al, 2008. Although most of these stud- also contribute to model uncertainty in projections of future
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climate changeNleehl et al, 2007 Randall et al. 2007). tions would only be comparable in those aspects that relate to
The slightly different approaches to simulating atmosphere-the forced model response. Accordingly, climate simulations
ocean dynamics and different schemes for unresolved physiand reconstructions will only be correlated in the aspects that
cal processes such as cloud feedbacks in the atmosphere (eaye driven by the the forced response of the system and to the
Soden and Held?006 are major contributors to model un- extent that the current estimations of external forcing used to
certainty. Additionally, the limitations in the representation drive the model experiments are reliable.
of the various climate subsystems like ice sheets, permafrost, An additional important point in model-data comparison
land surface processes, convection parametrizations, etc., aktlates to the spatial aggregation of proxy and AOGCM infor-
contribute to each model having different climate sensitivi- mation. This rationale relates to the fact that AOGCMs show
ties. Further, uncertainties in the estimation of the evolutionhighest skill on large scalesdn Storch 1995 2004 while
of forcing factors during the last millennium add to the uncer- proxy-based reconstructions often target local and regional
tainty of the model response. Forcing factors such as changescales. Strategies to circumvent this problem may be derived
in orbital parameters are well known (eRgrger and Loutre  based on upscaling (e.gones and Widmanr2003, down-
1991, Laskar et al.2004), and this is arguably the case also scaling (e.gWagner et al.2007) or forward modelling of
of changes in the concentrations of greenhouse gases (e.groxy variables (e.gevans et al.2006 Ohlwein and Wah|
Joos and Spahn2008. Other forcings, such as solar vari- 2012 Baker et al. 2012 Gonzlez-Rouco et al2009. Al-
ability, the effect of volcanic eruptions and land use, areternatively, considering hemispheric and global scales, where
comparatively more uncertairs¢hmidt et al.2011, 2012. the influence of internal variability is minimized by spatial
Thus, different simulation of the climate of the last millen- averaging, constitutes a sound basis for the comparison of
nium have used different forcing specifications as new andsimulations and reconstructions, and optimizes the links to
improved estimates became available. Also depending on thexternal forcings.
ability of models to account for given forcings in their code,  Several authors have presented assessments of consistency
the implementation of external forcings has been model-between simulated and reconstructed last millennium North-
dependent (see Se8). Within this context, the present paper ern Hemisphere (NH) temperature changemés and Mann
attempts to take advantage of this model and forcing diver2004 Mann, 2007). The most exhaustive comparison of
sity to explore the range of simulated temperature for the lassimulations and reconstruction uncertainties is provided in
millennium and the sensitivity of models to external forcing. Jansen et a(2007), who report an overall qualitative agree-
In spite of existing uncertainties, assessing the consistencynent of simulated and reconstructed climate in reproducing
between climate reconstructions and simulations seems pethe major changes in the history of the last millennium, such
tinent given that AOGCMSs are the main tools for produc- as the relatively warm Medieval Climate Anomaly (MCA),
ing projections of future climate chandgeéehl et al, 2007). the subsequent Little Ice Age (LIA) and the temperature rise
The comparison between both approaches offers one of thduring the industrial period. Changes associated with major
few possibilities for climate model evaluation in periods of volcanic eruptions and some anomalous solar activity inter-
time before the instrumental er&dne et al. 2006 Bra- vals could be identified in the simulated and reconstructed
connot et al.2012. These exercises are also important be-climate.
cause knowledge of past external forcings and the tempera- This work presents a review of the current state of cli-
ture response of the system is informative about the relativanate simulation and reconstruction of the last millennium,
role of internal versus forced variability and ultimately about updating the assessmentlainsen et a(2007) and elaborat-
the Earth system energy balan€xrdwley, 200Q Trenberth  ing on it. Jansen et a2007) gave account of the progress
et al, 2009 and its climate sensitivityH{egerl et al.2006. achieved since the previous IPCC repdito(ighton et al.
Assessments of consistency between climate reconstru001)) involving new reconstructions of last millennium NH
tions and simulations are not only burdened by the variougemperatures and presenting a more complete evaluation of
sources of uncertainty discussed above, but also by the faaincertainties. However, the consistency of the available re-
that both approaches target conceptually different representaonstructions could be examined only using a few AOGCM
tions of reality. While climate reconstructions aim to capture experimentsGonzlez-Rouco et al2003 2006 Tett et al,
the precise evolution of a climate variable in the past, sim-2007 Ammann et al. 2003 and was mostly based on a
ulations provide a time evolution that is consistent with the set of EMIC simulations. We consider herein several new
physical equations and with the imposed initial and bound-reconstructions (e.d.jungqvist 2010 Mann et al, 2008
ary conditions. In fact, different simulations performed with and AOGCM millennial simulations (e.§wingedouw et a/.
the same climate model generate different climate solution01Q Jungclaus et al.201Q Servonnat et al.2010 that
(e.g.Gonzlez-Rouco et 812009 when started from differ- have become available sindansen et al2007). These re-
ent initial conditions i{orenz 1963. Therefore, an ensemble constructions have incorporated new methodologies, or new
of simulations made using identical boundary specificationsor updated proxy data sets. In turn, the new simulations
(external forcing) and performed either with different models have been produced with a variety of models that consider
or with the same model starting from different initial condi-
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different sets of forcing factors and often incorporate differ- ternal forcing boundary conditions were used, depending on
ent estimations of the variations in each forcing. the institutions that carried out the simulations and succes-
In the first part of the manuscript (Se@) the models sive updates of the forcing estimates that progressively be-
and experiments included in this review are described. Theeame available (see Se@). The variety of forcing factors
simulations included herein correspond to most experimentsind forcing reconstructions considered herein complement
performed before the joint CMIP5-PMIP3 (Coupled Model those used for the CMIP5-PMIP3 experiments, by consider-
Intercomparison Project Phase 5—Paleoclimate Modelling Ining some estimations not included 8thmidt et al.(2011,
tercomparison Project Phase 3) eff@tgconnot et aj2012 2012. This will allow exploration of a larger spectrum of
Taylor et al, 2012 in which external forcing configura- plausible scenarios for the last millennium and, in some in-
tions have been agreed upon as describeSlcinmidt et al.  stances, assessment of the degree to which the agreement be-
(2011, 2012. In this respect, SecB provides a catalogue tween simulated and reconstructed responses is modified by
that allows comparison of the forcing configurations useddifferent specifications of the same forcing. This analysis fo-
in recent AOGCM simulations of the last millennium and cuses on the last 12 centuries (800—2000 AD). A description
complements the sets of external CMIP5-PMIP3 forcingsof the general details for each simulation involved herein,
recommended iSchmidt et al(2011, 2012). including horizontal resolution, number of atmospheric and
Section4 presents an update of the current state in cli-oceanic levels, the set of external forcings considered and
mate reconstructions and associated uncertainties at hemthe exact period of simulation, is included in TaldleThe
spheric and global scales. The simulated climate is comparedhorter simulations (the 550-yr HadCM3 and CCSM3 runs)
with existing reconstructions in Se&,. examining their be- are used in some parts of this study, while the longer runs
haviour in both the time and frequency domains. We use(the 8-kyr ECHO-G and the 2-kyr CSIRO simulations) are
multidecadal averages to maximize the impact of externabnly considered after 800 AD.
forcing. The spatial characteristics of simulations and recon- Given the number of models involved in this analysis, an
structions are specifically considered in the MCA-LIA tran- in-depth description of each one is outside the scope of this
sition. Finally, an evaluation of the response of the climatepaper. The reader is guided to references in Talitw that
system to forcing changes is provided using reconstructionpurpose. Six out of the eight models are effectively differ-
and simulations of NH temperatures (Sedt. We compare  ent AOGCMs, whereas the ECHO-G and the CCSM1.4 are
this evaluation to estimations of climate response obtaineckarlier versions of the EC5MP and CCSM3 models, respec-
from future climate transient simulations and from double tively. Some of the simulations (CCSM3, CSM1.4, CNRM,
CO, equilibrium experiments. This allows us to establish aHadCM3) have been corrected for climate drift by estimating
simple metric to assess the consistency between simulationlsng-term trends from available pre-industrial control runs.
and reconstructions.

3 External forcing factors
2 Models
The sets and temporal evolution of external forcings applied

This analysis considers 26 forced climate simulations ofvary among simulations, sometimes also among those pro-
the last millennium produced with 8 different AOGCMs: duced with the same model (Talle The simulations may
CCSM3, CNRM-CM3.3 (CNRM hereafter), CSM1.4, include different sets of forcing factors, and the time evo-
CSIRO Mk3L 1.2 (CSIRO hereafter), ECHAM5/MPIOM lution of each forcing factor may also be different. While
(EC5MP hereafter), ECHO-G, HadCM3 and IPSLCM4 all simulations incorporate solar and greenhouse gas (GHG)
(IPSL hereafter) (see Tablel for general details forcing and most of them consider volcanic forcing (ex-
and references therein). cept for the IPSL, one ECHO-G and some CSIRO simula-

These simulations have been developed during the lasfions), only some of them introduce anthropogenic aerosols
decade and constitute the currently available AOGCM simu-(CSM1.4, EC5MP, CNRM, IPSL and HadCM3) and land
lations for the last millennium, prior to the ongoing CMIP5— use changes (EC5MP, CNRM and HadCM3). This variety of
PMIP3 experimentsSchmidt et al.2011, 2012 Braconnot  configurations allows exploration, to some extent, of the un-
et al, 2012. The ensemble has been built by incorporating certainty stemming from our lack of robust knowledge about
all AOGCM experiments presented dansen et a2007), the past evolution of some of the forcing factors. The estima-
except for theStendel et al(2005 simulation of the last 500 tions of past Total Solar Irradiance (TSI) can be clustered in
years with the ECHAM4/OPYC3 model, plus all AOGCM two groups, which assume a weak (ss) or strong (S) ampli-
runs developed between then and the beginning of the cotude of variations, respectively, and this classification carries
ordinated CMIP5-PMIP3 effort. The ensemble is thereforeover to the ensemble of simulations (S&:f). An example
heterogeneous in terms of forcing configurations and initialof the latter are the eight EC5MP simulations that group into
conditions, since the simulations were produced with differ-two sub-ensembles (EC5MP-E2 and EC5MP-E1) produced
ent AOGCMs. Further and most importantly, different ex- following comparatively stronger and weaker changes in TSI
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Table 1. Models and experiments considered for the analysis (column 1), the resolution and number of levels in their atmospheric (column
2) and oceanic (column 3) components, the set of external forcings considered in the experiment configuration (column 4), the period of
simulation (column 5) and the original reference describing the experiments (column 6). Legend for external forcing: (S) solar forcing using
stronger changes in amplitude (i.e. larger than 0.2 % TSI change from the LMM to the present); (ss) solar forcing using weaker changes in
amplitude (i.e. lower than 0.1 % TSI change from the LMM to the present; (V) volcanic activity; (G) greenhouse gases; (A) anthropogenic
aerosols; (L) land use changes and (O) orbital variations.

Model Atmosphere Ocean Forcings Simulations Reference
[Resolution/vertical levels] [(no. runs) length]

(1) 1000-2100 AD

CCsSM3  T31/18 3.6x2.8/25 SVG (4) 1500-2100 AD Hofer et al.(2011)

CNRM T42/31 2x 2131 SVGAL (1) 1001-1999 AD  Swingedouw et al2010
$sGO (3) 1-2000 AD .

CSIRO R21/18 2.8x1.6/21 sSVGO (3) 501-2000 AD Phipps et al(2011, 2012

CSM1.4 T31/18 3.6x 1.8/25 SVGA (1) 850-1999 AD  Ammann et al(2007)

SSVGALO  E1 (5) 800—2000 AD

EC5MP  T31/19 3x 3/40 SVGALO E2 (3) 800-2000 AD Jungclaus et a(2010

i SVG (2) 1000-1990 AD Gonzlez-Rouco et al2006
ECHO-G  T30719 2.8¢2.8/20 SGO (1) 8000-0 BP Wagner et al(2007)
HadCM3 3.75x 2.5/19 1.25«x 1.25/20 SVGALO (1) 1492-1999 AD  Tett et al.(2007)
IPSL 3.75x 2.5/19 2x 2/31 SGAO (1) 1001-2000 AD  Servonnat et al2010

through the last millennium, respectivelyupgclaus et al.  large background variations in irradiance (see discussion in
201Q see Sect3.1). Schmidt et al.2011, 2012).

This section illustrates and compares the main differences Figure 1la shows the estimations for solar forcing used to
between the various forcing estimations shown in Rig. drive the suite of simulations listed in Table TSI anoma-
See also Table for the original references of the source lies are shown with respect to the 1500-1850 AD period for
reconstructions used with each model for natural forcingsconsistency with the figures discussed in SBcAll scenar-
and well-mixed GHGs. The text will be organized herein ios agree in depicting higher irradiance values during the so-
into natural (Sect3.1) and anthropogenic (Se@&.2) forcing called Medieval Maximum (ca. 1100-1250 AD) and between
factors. In the case of GHGs, these will be included in thetwo minima in the 11th (Oort minimum; 1010-1080 AD) and
group of anthropogenic forcings, even if most contributions 13th (Wolf; ca. 1280-1350) centuries. The lowest irradiance
to their global variability before 1850 AD may be of natural during the millennium is reconstructed during the 15th to
origin. The same exception applies to land use. Additionally,17th centuries in the Syper (ca. 1460 to 1550) and Maunder
in Sects5 and6, a total external forcing expressed in radia- (ca. 1645 to 1715) minima, the last interval with low recon-
tive forcing units is obtained for each model integrating all structed TSI being the Dalton minimum (ca. 1790 to 1820).
natural and anthropogenic contributions for the purpose of eDuring the 19th and 20th centuries all models use irradiance
better comparison among the various forcing configurationsyalues that are comparable in magnitude or higher than those

simulations and reconstructions (Se&x8). of the Medieval Maximum. The various solar forcing sce-
) narios group into two types, one involving TSI variations of
3.1 Natural forcing comparatively larger amplitude through the last millennium

(STSI hereafter; comprising the CCSM3, CNRM, CSM1.4,
Solar irradiance changes can play a major role in forcingEC5MP-E2, ECHO-G, HadCM3 and IPSL runs) and one in-
decadal to centennial variability through the last millennium volving changes of comparatively weaker amplitude (ssTSI
(e.g. Crowley, 200Q Zorita et al, 2009. The amplitude hereafter; comprising the CSIRO and EC5MP-E1 runs). This
of its variations is nowadays estimated to be much smalleiis quantified in Table where the percentage of TSI change
(e.g. Lean et al. 2002 Foukal et al. 2004 Solanki and  between three key periods of the last millennium is pro-
Krivova, 2004 Wang et al.2005 Krivova et al, 2007 Gray  vided: the interval of highest TSI during the Medieval Maxi-
et al, 2010 than previous published estimates (é¢igytand ~ mum (1130-1160 AD), the Late Maunder Minimum (LMM,
Schatten1993 Lean et al. 1995 Bard et al, 2000. Yet, 1680-1710 AD) and the late 20th century (1960-1990 AD).
a recent reconstructiorsbapiro et al.201J) still endorses
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Fig. 1. Estimations of external forcings used to drive the simulations in Talftee labels). The reference period for all panels showing
anomalies is 1500-1850 Ala) TSI anomalies. The CMIP5-PMIP3 recommended solar for@agiidt et al.2011) and the reconstruction

from Shapiro et al(201]) are also shown for comparison. The inset shows TSI averages for the reference {@ridacanic forcing
estimations in radiative forcing units. Note: the volcanic forcing is always negative. The orientation above or below the x-axis is arbitrary
and only for clarity in the displayic) CO, concentrations (ppmv). Values from the EC5MP are diagnosed online and correspond here to
31-yr filtered outputs of the ensemble averaddy Equivalent CQ forcing (Wmfz) including well-mixed GHGs. Note that the CNRM

and IPSL models depict identical valués) Anthropogenic forcing (Wrﬁz) including the contributions of GHGs, aerosols and land use.

(f) Estimations of external forcing including anthropogenic and solar contributigyEstimations of TEF adding anthropogenic and natural
contributions.(h) 31-yr moving average filtered outputs of anomalieggh All radiative forcing units are Wm2. Note: IPSL does not
include volcanic forcing; for the ECHO-G and CSIRO models, estimations of TEF correspond to the simulations with volcanic forcing.
Dashed lines for the CNRM, CSM1.4, EC5MP and HadC3M in paf@¢h) indicate approximations (see text for details).

The STSI group clusters with an increase in TSI larger thanthe 11-yr solar cycle. In turn, the CCSM3, CNRM, ECHO-G,
0.23% from the LMM to the present and a decrease of moreHadCM3 and IPSL simulations use a version of the Bard et
than 0.17 % from the Medieval Maximum to the LMM. The al. (2000) record spliced b@rowley (2000 to a reconstruc-
EC5MP and ECHO-G show the largest percentage of changdon of TSI (Lean et al. 1995 based on the sunspot record of
in the transition from the LMM—present as is also evidencedsolar activity since 1610 AD. Therefore, all these records in-
in Fig. 1a. The ssTSI group displays a reduction of 0.04 % clude an estimate of the 11-yr solar cycle since this date. The
during the Medieval to LMM transition and an increase of slightly different forcings adopted by the various AOGCMs
less than 0.09 % from the LMM to the present. are due to different calibration of the net radiative forcing
The coherent evolution within the STSI solar forcing data provided byCrowley (2000 to the original TSI values
stems from the use of a single record of production rates obf Lean et al(1995.
the cosmogenic isotogéBe in Antarctic ice cores froBard Within the ssTSI group, the EC5MP-E1 simulations use
et al.(2000. The CSM1.4 and the EC5MP-E2 ensemble useTSI sunspot-based reconstructions since 1&t¥¢va et al,
the original values provided by Bard et al. (2000) (note that2007) spliced to records df*C isotope concentrations in tree
series overlap in Figla) and do not include estimations of rings (Solanki et al.2004 Usoskin et al.2007% Krivova and
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Table 2. Reconstructions of natural forcing and well-mixed GHG reconstructions applied to each model ith. Fabjdor labels: Amma03
(Ammann et al. 2003, Bard00 Bard et al, 2000, Batt96 Battle et al, 1996, Blun95 Blunier et al, 1995, Crow00 Crowley, 2000,
Crow03 Crowley et al, 2003, Crow08 Crowley et al, 2008, Crow12 Crowley and Untermgr2012, Ether96 Etheridge et a).1996),
Ether98 Etheridge et a).1998, Fluck02 fluckiger et al. 2002, Gao08 Gao et al. 2008, Johns03 Johns et a).2003, Kriv07 (Krivova
etal, 2007, Lean95 [Lean et al.1995, Marl03 (Marland et al.2003, McFM06 (MacFarling Meure et al2006, Stein09 Steinhilber et aJ.
2009.

Model Solar Volcanic Co CHgy N2O

ccsm3 Bard00 1203 Ether96  Blun95  Fluck02
Lean95

CNRM Bard00 1203  MCFMO6  Blun95  Fluck02
Lean95

CSIRO Stein09 Gao08 McFMO06 McFM06 McFMO06

CSM1.4 BardOO Amma03 Ether96 Blun95 Fluck02

Crow08  Diagnosed

EC5MP-E1  Kriv07 Crow12 Marlo3

McFM06  McFMO06

Crow08  Diagnosed

Crow12 Marlo3 McFM06  McFMO06

EC5MP-E2  Bard00

Bard00

ECHO-G Crow00 Ether96 Ether98 Batt96
Lean95

Hadcmz B0 o 103 Johns03  Johns03  Johns03
Lean95

IPSL Bardo0 McFMO6  Blun95  Fluck02
Lean95

Table 3.Percentage of TSI change between the period with highesSteinhilber et al(2009 with no 11-yr cycle. None of the sim-
TSI values (1130-1160) in the Medieval Maximum and the LMM, ulations consider stratospheric photochemistry and ozone in-
and from the LMM to the late 20th century. Percentages are calcuteractions Shindell et al.2007). Estimations of variability in
lated with reference to the LMM average. Note: a 0.25 % changegg|gr wavelengthsHaigh et al, 2010 are also not included.
between the LMM and late 20tr_1 century is equivalent to a variation Figure 1a also shows the TSI reconstructions suggested
of the TS| between the two periods of3.4 W . by Schmidt et al(2011) to serve as boundary conditions for
the CMIP5-PMIP3 last millennium simulations. Figuta

Medieval LMM-late shows additionally the recent reconstructiorsoapiro et al.
Maximum-LMM  20th century . .
Model (%) (%) (201)) that estimates TSI changes of larger amplitude than
any of the reconstructions discussed above (see Table

CCSM3 —0.27 0.23 Such variability is difficult to reconcile with the solar forc-
CNRM —0.18 0.25 ing estimations in Schmidt et al. (2011) and with compar-
ggﬁfﬂr _8'2‘71 8'22 isons of climate reconstructions with simulations using the

' e ' Climber-3x EMIC driven by the Shapiro et al. (2011) esti-
EC5MP-E1 —0.04 0.09 . .
EC5MP-E2 —027 024 mates Feulner2011). Nevertheless, this solar forcing recon-
ECHO-G _0.22 0.29 struction may be useful for sensitivity modelling experiments
HadCM3 _ 0.25 (seeSchmidt et al.2012).
IPSL —0.18 0.25 Figure 1a also shows the mean value of TSI for each re-
Shapiro et al. (2011) - 0.44 construction calculated within the reference interval 1500—

1850 AD. These vary from~ 1362 to 1369 Wm?2. The
range of average TSI values is defined by IPSL and CNRM
models in the lower and upper limit, respectively, both using
Solankj 2008. The reconstructed 11-yr cycle is extended identical TSI anomaly changes during the millennium. For
before the 17th century by artificially superimposing the av-the current study, however, the difference in TSI mean values
erage 11-yr solar cycle between 1700 AD and the presentetween simulations is not expected to have an influence on
The CSIRO simulations use'8Be-based reconstruction by the simulated climate evolution during the last millennium.
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Table 4. Climate reconstructions used in this work. For each record, the temporal extension (column 2) and spatial coverage (column 3)
are shown. Column 4 indicates the spatial scale (NH, SH, GLB) that the reconstruction was used foB.ir&ighe NH reconstructions,

column 5 indicates if a reconstruction was usedansen et a[2007%), or if it is a new record. If the reconstruction substitutes a record used

in Jansen et a[2007) , then the reference of the replaced record is indicated. Notes: resolution is annual for all reconstructions except for
Ljungqvist(2010, which is provided in decadal values; in the cas&lahn et al (2008 two reconstructions, the CPS and the EIV method,

are considered*) In AR4 Pollack and Smerdo(2004 was considered. Instead, the reconstruction provideduang(2004 has been
selected herein because it includes high-frequency variability that will be useful for the analysis in Sect. 6.

Target
Reconstruction Period Region spatial AR4

scale
Ammann and Wah{2007) 1000-1980 Land and marine; 099  NH Mann et al(1999
Briffa et al. (2001 1402-1980 Land; 26-9C° N NH In AR4
Christiansen and Ljungqvi¢20123 1000-1975 Land; 33-9C° N NH New
D’Arrigo et al. (2006 1500-2000 Land; 0-9N NH In AR4
Frank et al(200%) 831-1992 Land; 26-9¢° N NH Esper et al(2002
Hegerl et al(20078 1251-1960 Land; 26-9C° N NH In AR4
Huang et al(2000 1500-2000 Land; global SH,GLB -
Huang(2004 1500-1980 Land; 0-9(N NH *)
Jones et al(1998 1000-2000 Land + marine; global SH -
Juckes et al(2007) 1000-2000 Land; global NH New
Leclercq and Oerlemarf2012 1600-2000 Land; global NH,SH,GLBOerlemang2005
Ljungqvist(2010 1-1999 Land; 30-90° N NH New
Loehle and McCulloct{2008 16-1935 Land and marine; global NH New
Mann et al.(2008 300-1980 Land and marine; 0-9Q NH,SH,GLB New
Mann et al.(2009 500-2006 Land and marine, global NH New
Moberg et al (2005 1-1979 Land + marine; 0—9MN NH In AR4
Rutherford et al(2005 1400-1960 Land and marine; 099  NH In AR4

Orbital forcing is globally small during the last millen- ticularly in regard to the strengths of individual eruptions
nium but potentially important for seasonality changes at(Forster et al.2007 Schmidt et al.2011).
high latitudes Kaufman et al. 2009. Only CSIRO, IPSL, The implementation of volcanic forcing into AOGCMs
HadCMs3 and one of the ECHO-G simulations include thesewas done only by including the net effect of stratospheric
changes followingBerger (1978, andLaskar et al.(2009 volcanic aerosols on the global radiation balance (ECHO-
in the case of the IPSL model. EC5MP folloBsetagnon G, CSIRO) or latitudinally resolved changes in optical depth
and Francou(1988 for orbital changes and additionally in the stratosphere (EC5MP, HadCM3). These differences
considers nutation. may have an impact on the climatic effects in the aftermath

Volcanic forcing is included in all simulations except for of volcanic eruptions on the atmospheric circulation, espe-
the IPSL, the 8000-yr ECHO-G run and 3 simulations of cially over the extratropical hemispheres during wintertime
the CSIRO model (Tabl&). The various estimations of vol- (e.g.Robock 200Q Fischer et a].2007). Although volcanic
canic forcing are shown in Fidb, in radiative forcing units.  impacts are restricted to a few years, the temporal clustering
CCSM3 and CNRM originally incorporate this forcing in of volcanic outbreaks may also have impacts beyond these
aerosol optical depth values, and their conversion into ratime scales (see Seé&.
diative forcing units has been done followiktansen et al. ECHO-G and CSIRO incorporate volcanic forcing fol-
(2002, where a factor of-21 W n2 is suggested for the lowing Crowley (2000 andGao et al.(2008, respectively.
conversion. This value is within the range of estimationsHadCM3 uses also annual globally defined data updated
made also byVigley et al.(2005. from Crowley et al.(2003 and converted to monthly aer-

The reconstructions of stratospheric aerosols from vol-sol depths assuming a Pinatubo optical-depth time decay.
canic eruptions are based on ice core data from Antarctic€ CSM3, CSM1.4 and CNRM incorporate latitudinal dis-
and Greenland. The derived time series of volcanic forc-tributions of aerosols followindAmmann et al.(2003, al-
ing tend to display consistent timing for major eruptions beit with different parametrizations and scalings. EC5MP
(Fig. 1b). However, they often present differences on theuses time series of aerosol optical depth at 0.55um and
magnitudes of individual events. Our knowledge of volcanic of effective radius Crowley et al, 2008 Crowley and Un-
forcing over the past millennium is poorly constrained, par-terman 2012. See original references in Tablésand 2

for details on aerosol load and forcing conversions and on
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parametrizations. The CMIP5—-PMIP3 volcanic forcing stan-forcings are due to natural feedbacks from the ocean and ter-
dards for last millennium simulations will rely on the most restrial biosphere in response to variations in climate; addi-
recent reconstruction€¢owley et al, 2008 Gao et al.2008 tional effects of land cover change are also possiBlen¢
Crowley and Untermgr2012. Comparison and details are gratz et al.2010. The diagnosed ensemble averages 0 CO

given bySchmidt et al(2017). concentrations simulated by EC5MP (Fig) are below the
MacFarling Meure et al2006 observations in the 20th cen-
3.2 Anthropogenic forcing tury. This discrepancy is arguably due to an underestimation

of the emissions related to land use change, among other fac-

Estimates of the concentration changes of the main welltors discussed idungclaus et al2010. The pre-industrial
mixed GHGs (CQ, CH;s and NO) are obtained from CO, concentration values show more variability in the E2 en-
Antarctic ice coresKorster et al.2007 Joos and Spahni  semble, albeit with changes of somewhat smaller magnitude
2008. The records used to produce the simulations in Ta-than in theMacFarling Meure et al(2006 reconstruction.
ble 1 were selected according to the availability of data at theThe larger variability in the E2 (relative to the E1) ensemble
time of production of model experiments. The £€ncen-  may be related to its slightly larger temperature fluctuations
trations were prescribed in each model (Fig) except for  (see Sect5), with higher values during the MCA and lower
the EC5MP, which calculates it interactively (skengclaus  during the LIA. The smaller number of members in E2 (3)
et al, 2010. Figureld shows an estimation of the GHG ra- relative to E1 (5) may also have contributed to this effect,
diative forcing obtained from the concentrations of the threewith less chances of cancelling out deviations associated with
GHGs in each model followinyylyhre et al.(1998. This al- internal variability among ensemble members. The observed
lows the comparison of the total effect of g@H; and O minimum in the 17th and 18th centuries is not reproduced.
between different simulations, and later with other anthro- Land use and land cover changes are considered by some
pogenic and natural forcings. of the simulations that incorporated information from sev-

HadCM3 used estimated changes in GHGs only in the in-eral data sets available through time. Land use changes as
dustrial period; values after 1750 AD were taken frdolns  reconstructed byRamankutty and Foley1999 are used in
et al. (2003, and constant pre-industrial values were as-the CNRM simulation from 1700 AD onward. HadCM3
sumed before this date. The ECHO-G model used last mil-uses land surface data frowlilson and Henderson-Sellers
lennium reconstructions frofftheridge et al(1996 for CO, (1985 modified with crop history froniRamankutty and Fo-
and fromEtheridge et al(1998 for CHg; Battle et al (1996 ley (1999 and pasture change data fraaoldewijk (2001).
estimates for MO were included after 1850 AD and assumed The EC5MP ensembles use a reconstruction of global agri-
constant before. CSM1.4 and CCSM3 used reconstructionsultural areas and land cover froRongratz et al(2008.
from Etheridge et al(1996 for CO,, Blunier et al.(1995 The latter is recommended for use in CMIP5-PMIP3 sim-
for CH4, and Fluckiger et al.(2002 for N2O. All simula- ulations Schmidt et al. 2011) together with newly avail-
tions from the last three models use different spline interpo-able reconstructionK@plan et al. 2011, Goldewijk et al,
lations to obtain annual concentration values. In addition t02011). Details regarding the inclusion of anthropogenic sul-
the different origin of the data, the different interpolation ap- phate aerosols (CNRM, CSM1.4, HadCM3, IPSL) and halo-
proaches produce variability in the evolution of pre-industrial carbons in the simulations are not provided here; the reader
concentrations and forcings in Fi@ic, e. The CSIRO runs is addressed to the original references for more information.
used values derived from updated reconstructions provided Figurele shows the equivalent anthropogenic forcing for
by MacFarling Meure et al2006§. CNRM and IPSL incor-  all the models integrating the available forcing data of GHGs,
porate also estimations bfacFarling Meure et a(2006 for anthropogenic sulfate aerosols and land use changes. Aerosol
COy. However, transient changes in gldnd N>O concen-  forcing data were available from the CNRM and IPSL exper-
trations are considered only after 1850 AD and taken fromiments in which it was prescribed, but not for the CSM1.4,
Blunier et al.(1995 andFluckiger et al(2002, respectively. HadCM3, and EC5MP. For the latter, an aerosol-only sensi-
Before this date the concentrations are kept constant. Thes#vity experiment that would allow assessment of the effects
pre-1850 AD concentration values are higher than those sugef aerosol parameterizations involved in each model does not
gested byMacFarling Meure et a[2006. Thus the CQ con- exist. Instead, we used values frdforster et al(2007) to
centrations in the CNRM and IPSL simulations were loweredprovide an estimation of the potential effect of the forcing in
by about 5 ppmv to compensate for the relatively highyCH these simulations. This approximation does not take into ac-
and NO levels. This can be appreciated in the lowers@D®  count either the original sulphate mass loading or any of the
CNRM/IPSL in Fig.1c, while in Fig.1d the GHG forcing of  physics involved in the model parametrizations and therefore
CSIRO, CNRM and IPSL co-vary in phase. is not accurate in representing the actual forcing in the simu-

CO; and GHGs forcing evolve very similarly for all simu- lations. However, it is arguably more realistic than excluding
lations that prescribed GHG concentration values in Eog.  the effect of anthropogenic aerosols when estimating total
d. Excluding arbitrary changes produced by spline interpola-anthropogenic forcing in these simulations. A note of con-
tions, the multicentennial changes displayed by the variousistency is provided by the aerosol forcing calculated for the
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NCAR model, which is well within the range of the values Period (yrs)
estimated herein for the CSM1.4 modBi et al, 2001). , 200 100 50 20 10 5 2
Land use changes are considered through the whole pe; ‘ %
riod of interest in Fig.le in the EC5MP simulations. The & 01 \\\\
radiative forcing associated with these land use changes wa& 0.0 D S
calculated off-line using the radiative code of the ECHAMS, & 0.001 \ﬁ&‘éf\
thus including only the albedo effectungclaus et al2010); g en W
it causes a long-term cooling that adds to that of aerosol forc” 0.0001 a)
ing (Pongratz et a].2009 2010. The land use forcing used 1e-05
in the HadCM3 and the CNRM simulations after the 18th 1e-06
century was not available and hence not considered in sub- 1
sequent analyses, even when the effect of this forcing during o1
the 19th and 20th century may still be non-negligitBager > ' ‘§\§
etal, 2003. e oo S
On the basis of the previous description, the total anthro-2 (011 b) \% M
pogenic forcing illustrated in Figle accurately represents % Wmv
the actual forcings used in the model simulations over thed 00001 '
whole millennium for the CCSM3, CSIRO, ECHO-G and Te-05
IPSL, and for the CNRM, CSM1.4, EC5MP and HadCM3 ;.6
until the 19th century; thereafter, these forcing estimations 1 :
are subjected to the approximations and limitations described 01 ;§§,\\
above (dashed lines in Fide). 2 =~ U
During pre-industrial times all simulations where €O ﬁ 0.01 w\swsﬁ% ,
concentration was prescribed display a very similar evolu-% 0.001 <) Wr W
tion of the total anthropogenic forcing. EC5MP shows Iess§ 0.0001
low-frequency variability during this period. In the 20th cen- &
tury the models in which the only anthropogenic forcings 1e05 | &R EC%?\/IIFE’(—)H — |-|EacdHc?A_g—
are GHGs (CCSM3, CSIRO and ECHO-G) are also, as ex- 1e-06 LSM14 —— ECSMPE2 St —
pected, the ones showing the largest increase in total forc- 200010030 ey 2

ing. According to the approximations shown in Fige, the

other simulations gradually decrease, with the EC5SMP an+ig. 2. Normalized spectra for various combinations of external
thropogenic forcing being the lowest during the 20th cen-forcing:(a) solar forcing (Fig1a); (b) solar and anthropogenic forc-
tury. The resulting temperature response in each model wiling (see Fig1f); (c) all natural and anthropogenic forcings (TEF;
be built upon the balance of this anthropogenic effect on forc-S€€ Fig.19). Grey lines correspond to frequency bands affected

ing, the effect of natural forcings displayed in Fig, b and gy Gibbtsr ?SC”r'\";‘tionsr(rsee ts()j(itnfoi dzﬂs)'r For the S?kﬁ ?f ﬁ'avrv'n
the climate sensitivity of each model. ¥, spectral curves corresponding o processes are not snown.

Note: IPSL does not include volcanic forcing; for the ECHO-G and

. CSIRO models, estimations of TEF correspond to the simulations
3.3 Total external forcing with volcanic forcing.

The addition of the natural and anthropogenic forcings con-
sidered in Sects3.1 and 3.2 builds a total external forcing
(TEF hereafter) for each model as shown in Hifzh. The  negligible effect of volcanoes at low frequencies. This effect
use of TEF helps us to better understand the temperature rés noticeable for instance in the 12th, 13th, 15th and 19th cen-
sponse of the models described in SB&nd the assessment turies, during which decreases in TEF are produced during
of climate sensitivity developed in Seét. times of recurrent large volcanic events, sometimes also co-
Figure 1f shows the sum of anthropogenic forcing in inciding with minima in solar forcing. Note also the increase
Fig. 1e and solar forcing, thus excluding the volcanic con- of low-frequency modulation in the EC5MP-E1 and CSIRO
tribution. Figurelg shows TEF by adding also the effect of forcing due to volcanic activity in comparison to Fitj. In
volcanic forcing. For comparison with the analysis in the fol- the 20th century, the distribution of forcing trends is simi-
lowing sections, Figlh shows 31-yr filtered outputs of TEF lar to that in Fig.1le, with the exception of the EC5MP-E1
expressed as anomalies relative to 1500-1850 AD. Forcingnsemble that is weighted down relative to EC5MP-E2 in
changes in the pre-industrial period are dominated by sowhich the low-frequency variability of solar forcing is larger.
lar and volcanic activity. The comparison of the IPSL TEF, We examine the normalized spectra of the forcing time
for which volcanic forcing is not included, with that of the series in order to identify the forcing signatures in the fre-
other models (see Fi@h) serves as an illustration of the non- quency domain. The relative distribution of variance in the
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frequency domain is displayed for several of the forcing com-4 Hemispheric and global reconstructed temperatures
binations in Fig.1. Figure2a shows spectra for the various
solar forcing configurations (Fida). The estimation of these This section presents the set of hemispheric and global re-
spectra are somewhat burdened by the fact that solar forceonstructions considered in this study to update and dis-
ing specifications do not have variability at high frequen- cuss new evidence sindansen et al2007). These recon-
cies, which produces Gibbs oscillations in this part of thestructions (Tablet) will be compared with the simulations
spectrum (grey linesBloomfield 1976 and precludes for and forcing estimates in the following sections. The criteria
this case a clear comparison of the relative contribution tofor including a reconstruction in Tabkewas that it used a
total variance of low and high frequencies. However, thisnew methodological approach or new data relative to exist-
is useful as an illustration of the relative importance of theing ones. Some reconstructions that were considered to be
variance accumulation at decadal timescales, and for comsuperseded by new versions were not included in the data
parison with other forcings in Figg. CSM1.4, CSIRO and set. This is the case, for instance, of tlann et al.(1999
EC5MP-E2 forcings do not include an 11-yr solar cycle sig- reconstruction that was omitted in favour of an improved
nal and thus do not show any contribution to variance cen-version provided byAmmann and Wah{2007), or the case
tred around the 11-yr band. Their spectra suffer from Gibbsof Esper et al(2002 which has been superseded Brank
oscillations below the 20-yr timescale. This problem is re- et al.(2007). All reconstructions in Tabld have a minimum
duced in the other simulations that do consider an 11-yr solatength of four centuries and in some cases start well before
cycle. In the case of EC5MP-E1, this variability is imposed 800 AD, the beginning of the simulations considered here
through the whole millennium, thus showing maximum vari- (column 2). The time resolutions are annual for all recon-
ance at these frequencies. CNRM, ECHO-G, HadCM3 andstructions except fokjungqvist (2010, which has decadal
IPSL use the 11-yr variability in the last few centuries (seeresolution. Even if records have annual resolution, this may
Sect.3.1). This is reflected in an overlap of their spectra at not represent the real time resolution, for instance, in the
these timescales, albeit showing a smaller proportion of vari-case of borehole datdd(lang et al.2000 that provide in-
ance than EC5MP-EL. It is also interesting to note the relaformation on multicentennial trends. This also occurs with
tive increases of variability from the 20- to 40-yr timescales. some other reconstructions in the table that show low vari-
Figure 2a can be compared with Fi@b which shows the ance on interannual timescales despite the data being pro-
sum of solar and anthropogenic forcings. Here, the proporvided at annual resolutiorB(iffa et al, 2001, Hegerl et al.
tion of variability accounted for by the 11-yr solar cycle is 2007k Loehle 2007 Mann et al, 2009 Leclercq and Oer-
importantly diminished and only noticeable in the EC5MP- lemans 2012 Christiansen and Ljungqvis011). Season-
E1l case. The radiative forcing associated with the land usality biases may also be present, particularly in summer due
changes in the EC5MP introduces variability at high and lowto the important contribution of tree ring dat#ofes et al.
frequencies Jungclaus et g1.201Q Fig. 1a), thereby con- 2009. The group of reconstructions is heterogeneous not
tributing to avoidance of Gibbs oscillations in the EC5MP only from the time domain perspective. Different reconstruc-
spectra of anthropogenic forcing (red line in Fig. 2b). tions use proxy information from different regions and were
Figure 2c shows spectra for TEF (Fidg). Two features developed from different land and ocean spatial coverages
are prominent. Firstly, the relative contribution of the 11-yr (column 3). The majority of them target NH temperatures,
solar cycle has been greatly diminished in all cases. Thidut some of them aim to reconstruct Southern Hemisphere
suggests that only a small simulated global or hemispheriSH) and/or Global (GLB) scale temperatures (column 4).
signal, at this frequency, is to be expected in the model re-This will allow the state of knowledge at these spatial scales
sponse for the last millennium. Additionally, the proportion to be illustrated and compared. Column 5 in Tabledicates
of variance from interannual to multidecadal timescales, upwhether a given record had already been considered in AR4
to 40-yr periods, is increased in comparison to Bag.b. This ~ (Jansen et g12007).
is arguably due to the multidecadal variability associated The present ensemble includes 16 reconstructions for the
with the occurrence of large volcanoes. An exception hereNH, out of which 7 are new records and 3 are updates
is the IPSL case, which does not include volcanic forcingor improved versions of their AR4 counterparts (see Ta-
and serves as a reference that can be compared with the othiele 4). Therefore, this assessment provides new evidence
spectral curves. For longer timescales, the simulations thathat leans on new data, methods or updates that improve
show relatively lower contributions to variance are the ssTSlprevious versions.
group (EC5MP-E1 and CSIRO) and the CNRM forcing. For  Figure 3 shows the evolution of hemispheric and global
CNRM this may be due to the relatively higher proportion of temperature anomalies using 1850-1990AD as the refer-
high-frequency variability due to volcanic activity (this is the ence period. This interval encompasses most calibration pe-
simulation with highest volcanic forcing in Figdb) and the  riods used for the reconstructions. Therefore, the spread be-
somewhat intermediate trends in TEF amplitude (Egg.h). fore the 19th century is actually a measure of uncertainty in
our knowledge of past temperatures. The grey shading is the
overlap among the ensemble of reconstructions, taking into
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account their uncertainties aslansen et a{2007). For each
year, the temperature axis is divided into O2Qlpixels that vear
receive a score of 1 (2) if they lie within the range of the 800 1000 1200 1400 1600 1800 2000

reconstructed temperatured.645 (1) standard deviation. s "’ Ammann-07 —  Huang-04 — Mann-eiv-08
. . < . Briffa-01 —  Juckes-07 Mann-09
The scores are summed over all reconstructions considered g [Chrigggnsen-y] — . Leclerq-1l —  Moberq 05 —
and scaled to range within 0 and 100 % of overlap. The re- T [ ks — Lochlets — " cruTsv 1]
sulting uncertainty distribution is the basis for the model- ®
data comparison in Sech.l Contributions to the spread ER |
stem not only from uncertainties in proxy data but also from 2 / X, n ./'3
. Srialnt £ o INAENREA/T v
various other sources, includingapnsen et 312007 Jones s v\ /A\:A A\/ A )
. . . o ¥ AVA Py
et al, 2009 the different reconstruction methods; the diver- g \N‘\ \* m’:‘ 7\&%@%\"’/&

. . . . - = - A ) 4
sity of data and periods used in the calibration process; the g 05 v \'v'*/
different proxy data sets that in some cases overlap and in § a)
others bring information from various source regions, the s :

" . . 0.3F NHreconstruction ensemble average — AR4 ----
land or marine character of the source locations; and the dif- o
ferent seasonalities. These limitations should be kept in mind 03 .1-;-5'"\.:"' NN YA L
in the comparison with model simulations discussed below, s ) ‘ ) ‘
as well as in the evaluation provided in Set. o
Leclerg-11 HadCRUT3v

Figure 3a shows a qualitative agreement among the re-
constructions. The display depicts a warm MCA followed
by a colder LIA and a subsequently warmer instrumen-
tal period. Temperatures in the first half of the 20th cen-
tury are comparable to those in the MCA, but instrumen-
tal measurements in the last decades of the millennium are
above those of any reconstruction since the MCA. How-
ever, some differences with AR4 are caused by two recon-
structions:Christiansen and Ljungqvi$2012g andLoehle
and McCulloch(2008. The extratropical NH reconstruction
of Christiansen and Ljungqvig20123 (Fig. 5 in their pa-
per) displays larger low-frequency amplitude changes than
any other reconstruction in the ensemble, noticeably en-
larging the spread during the MCA and mid-20th century.
As in the case ofChristiansen and Ljungqvig2017J), re-
constructions using the LOC method aim to preserve low-
frequency variability, perhaps to the detriment of high fre-
quenciesChristiansen2011). An overestimation of variabil-
ity can not be ruled out, and some studies suggest these re- 4
constructions may be taken as an estimation of maximum lg00  Tooo 1300 7400 1600 1800 2000
bounds for low-frequency amplitude changes during the last vear
millennium (Tingley and Lj 2012 Moberg 2012 Chris-
tiansen 2012 Christiansen and Ljungqvis2012h. This re- 1020 30 40 50 60 70 8 90
construction shows noticeably more variance at low frequen- Overlap of reconstructed temperatures (%)

cies not only in the pre-industrial period but also during the .. .
20th century The cgrrected non—{)ree rin reconstructi%n otF 'g. 3. NH (2. b). SH(c) and GLB(d) temperature anomalies wrt
Y- 9 18501990 AD as provided from reconstructions (colours) listed in

Loehle and McCulloctf2008 shows noticeably larger tem-  Tapje4 and observationsBfohan et al.2006. Panekb) shows the
perature anomalies during medieval times than at preserdverage of the ensemble of reconstructions (solidgjnin com-
and reaches values larger than late 20th-century observationgrison to that of Fig. 6.10 in AR4J&nsen et 312007). The grey
during the 9th century. shaded areas in the background are the overlap of uncertainty cal-
As a noticeable difference with AR4, this ensemble showsculated from the errors provided with each reconstruction and fol-
greater multicentennial variability. This is illustrated in lowingJansen eta(2007. SH and GLB are shown for informative
Fig. 3b where the ensemble average for AR4 and for thisPUrPoses. N(_)te that the small number of _regonstructio_ns precludes
study are compared. The new ensemble average in3Big. a rel_lable estlmatlpn of ensemble uncertalntl_es. All series are 31-yr
shows larger differences between the MCA and the LIA. moving average filtered outputs for comparison witinsen et al.
These differences, however, fall within the envelope of un_(2007). Anomalies are calculated wrt 1850-1990 AD.
certainty and therefore cannot be regarded as a significantly
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different evolution of last millennium temperatures from this
perspective. However, the new ensemble average has 1.55 w00 1000 1200 11;3' 00 1800 2000
times more variance than the AR4 average (1.81 times more 15 ‘ :

variance for the 31-yr filtered series shown in RB). This
increase is significant based on an F-test with a significance
levela =0.05 (also accounting for the loss of degrees of free-
dom in the filtered version). An important part of this en-
hancement of low-frequency variability is due to the con-
tribution of theChristiansen and Ljungqvig0123 curve.

If this is not included in the evaluation, raw data variances
are significantly increased by a factor of 1.28= 0.05),
whereas the low-frequency amplification of variability (1.33)

is significant only at the: = 0.21 level.

Figure3c, d show similar plots for the SH and GLB scales.
Some notes of caution are pertinent. These panels are shown
for the sake of illustration of the present stage of information
at these spatial scales, but the estimation of their uncertainty
bounds is limited by the very few reconstructions available.
For the SH, the five existing records reflect very similar mul-
ticentennial trends, whereas multidecadal variability can be
quite different among the records. It should be kept in mind
that three of the records considered share identical or over-
lapping proxy information or use comparable methods as in
the case of the CPS approadoifes et al1998 Mann et al,
2008. The evidence shown in Fi@c is suggestive of rela-
tively higher temperatures before the 15th century, compara-
ble to those at the beginning of the 20th century, and a colder
interval spanning the period between the 15th and 19th cen-
turies. The last decades show values above the reconstruc-
tions during the whole period.

Ataglobal scale, only three records are available (Baky.

a borehole reconstructiorH@ang et al. 2000, a glacier
record (eclercq and Oerleman2012, and a multiproxy
reconstruction Mann et al, 2008; only the latter of these
reconstructions goes back in time beyond 1600 AaGin

et al, 2009. The amplitude of changes over the last 400 yr is

ECHO-G HadCM3 —— CSIRO ——
SM14 —— IPSL ——  ECSMP-E1 ——
CCSM3 ——  CNRM EC5MP-E2

Temperature anomalies (wrt 1500-1850 AD)

c
)
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Temperature anomalies (wrt 1500-1850 AD) Temperature anomalies (wrt 1500-1850 AD)

L9
. 800 1000 1200 1400 1600 1800 2000
in broad agreement among the three records. Year

[ T

10 20 30 40 50 60 70 80 90

Overlap of reconstructed temperatures (%)

5 Hemispheric and global simulated temperatures:

model-data consistency Fig. 4. NH (a, b), SH (c) and GLB (d) simulated temperature
anomalies with respect to 1500-1850 AD (colours) over the uncer-
This section provides an analysis of the simulated tempertainty envelope of reconstructions (grey shading) shown in Eig.
ature response in comparison to the forcings described ifPanel(b) shows the average of the ensemble of reconstructions in
Sect.3. The response of the simulations listed in Takle Fig. 3 in comparison to each simulation. For the cases of mod-
is also compared to available information from the last mil- els for which several simulations are available (CCSM3,ECHO-G,
lennium climate reconstructions presented in SécSec-  CSIRO) the average was made only with the runs including vol-
tion 5.1 assesses the millennial temporal evolution in the Canic forcing. Note the change of the shape of the grey shaded area

reconstructions and simulations. Sectibr? explores the between this figure and Fi§.due to the selection of the different
. . o ) P reference period. The anomalies are calculated wrt 1500—1850 AD.
spatial detail of the transition from the MCA to the LIA.

All series are 31-yr moving average filtered outputs for comparison
) with Jansen et a[2007). Grey shaded areas should be used in this
5.1 Temporal evolution figure only to evaluate the degree of qualitative agreement between

) ) ) model and data and not interpreted as uncertainties in the recon-
Figure4 shows hemispheric and global temperature anomastruction of last millennium climate. See text for details.

lies with respect to the period 1500-1850 AD for the suite of
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simulations listed in Tablé. The reason for this choice in- Table 5. Equilibrium climate sensitivity (ECS) and transient cli-
stead of the 1850—1990 AD period used for reconstructiongnate response (TCR) estimates for the different models. The equiv-
(Fig. 3) is that during 1850-1990 AD the various simulations alent increase in temperature degrees for a doubling of GO
use different forcings (see Se8), and therefore their trends shown bgtween square brackets. Values were extracted_ from ref-
during this period are not comparable and render this timesrences in Table$ andSoIomon et al(2007). The conversion to
interval as invalid as a common reference for model simu- <2 * ©O2 Was done followingoughton et al(200)

lations. Additionally, the choice of a longer period (e.g. the
whole millennium) is precluded by the fact that some of the
simulations in Tablel only span the last 500yr. Thus, the

Model ECS TCR
°CI(Wm—2) [°C/2 x COy]

choice of 1500-1850 AD as a reference secures a period of CCSM3  0.62[2.30] 0.38[1.41]
data availability for all the simulations and in which the forc- CNRM  0.59[2.19] 0.43[1.59]
ings applied were similar. The grey background shading rep- CSM1.4  0.54[2.00] 0.39[1.45]
resents the spread of the reconstructions using this reference CSIRO  1.08[4.00]  0.40[1.50]

ECSMP  0.92[3.41] 0.59[1.19]
ECHO-G 0.86[3.19] 0.46[1.71]
HadCM3 0.80[2.97] 0.54[2.00]
IPSL 1.02[3.78] 0.57[2.11]

period and is calculated as in Fig.Note, however, that the
spread changes from Fig.to Fig. 4. Due to the choice of a
different reference period in this figure, the grey shading is
somewhat narrower during the 1500-1850 AD interval and
slightly wider over the rest of the millennium relative to what
is shown in Fig3. Hence, care must be taken not to interpret
the spread in Figl as a measure of the reconstruction ensem-as informative estimates of the general sensitivity of climate
ble uncertainty of past temperature changes. The shape of thegainst external perturbations and will be used below and in
spread can be used for the purpose of a qualitative compaiSect.6.
ison of agreement or disagreement between simulations and The evolution of simulated NH temperatures in pre-
reconstructions. industrial times is embedded within the area of larger proba-
Figure4a shows results for the NH. As in the case of the bility defined by the reconstruction spread (Fg), although
reconstructions, the simulations show the sequence of temsome differences may be noted and briefly discussed herein.
perature stages discussed above, i.e. higher temperatures Hirstly, the areas of larger density in the reconstruction spread
the MCA and industrial period and a relative minimum in the tend to show more low-frequency variability than the simula-
LIA. For the sake of clarity, Figdb shows the reconstruction tions. These areas are mostly a contribution of the reconstruc-
ensemble average (Figb) plotted together with the average tions showing larger amplitude changes at multidecadal and
across all simulations available for each model with an iden-centennial timescales (Fig). The STSI ensemble seems to
tical forcing configuration. In spite of the relative differences follow most closely the low-frequency changes in the recon-
among the inter-model forcing configurations, the trajectorystruction spread, while the ssTSI ensemble shows somewhat
of all simulations shows a high degree of similarity. Most of less low-frequency variability, particularly in the transition
the simulations show minima during the Wolf,@pr, Maun-  from the MCA to the LIA. It is difficult to ascertain whether
der and Dalton intervals, albeit modulated by the presencehis could indicate a problem on the side of the models or on
of volcanic activity for those simulations that incorporate it. the side of the reconstructions. If the latter were to be taken
The simulations showing less low-frequency variability dur- as a reliable estimate of the amplitude of past low-frequency
ing pre-industrial times are the ssTSI group, comprising thevariability, this would suggest that either models underes-
EC5MP-E1 and the CSIRO ensembles, whereas the STSimate the real world sensitivity or that forcing changes in
group shows larger changes in amplitude. Overall, the simupre-industrial times in the ssTSI group (Fig.are underesti-
lated trajectories follow closely the TEF in Figh. The dis-  mated. Alternatively, low-frequency multidecadal and cen-
tribution of warming trends in the last two centuries of the tennial changes produced by internal variability at hemi-
simulations follow also a similar arrangement in spite of the spherical scales could optionally also account for the re-
limitations discussed regarding the estimation of TEF. Theconstructed spread. However, such low-frequency variabil-
largest temperature increases are simulated by the runs incoity is not simulated in any of the available control runs (not
porating only GHGs and natural forcing, and decreasing acshown) and would mean that AOGCMs underestimate in-
cording to the inclusion of additional factors (aerosols, landternal variability at these timescales. Secondly, the largest
use; see SecB) that contribute with negative forcing during differences between the reconstructions and the simulations
this period. The 20th-century trends are, however, not solelytake place in the 10th and 11th centuries, during which the
a function of the applied external forcing but also of model simulations are well below the area of maximum probabil-
sensitivity. As a mean of complementary information, Ta- ity of the reconstructions. The weak model response during
ble5 shows values of equilibrium climate sensitivigghnei-  this period is due to the relatively low TEF values (Fl)
der et al, 1980 and transient climate responsén(itti et al, during the 10th and 11th centuries. Thus the discrepancy
2005 for the various models in Table Both quantities serve  can essentially be established on the ground of differences
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between reconstructions and forcings. Although forcing fac- 1

tors over the last millennium are not perfectly constrained 01 P
(e.g.Plummer et al.2012 Schmidt et al.2011), the qual- 2 001 a) ~ X "
. . . . v . = S
ity of their reconstructions (Sect. 3) can be considered ho- § A é&{ oot
mogeneous through time, and thus it can be argued that thisg  0.001 v I
@screpancy points t_o a problem in the_rggor!structloqs dur- § 00001 f[cooms ——  CoiRO —— ECHOG
ing this period. For instance, one possibility is that climate » 1e-05 | SNRM, ECSMP-E] — Ha?PCS!\L/B —
reorganizations during medieval times would invalidate the }
proxy—instrumental relationships during this periGkéger 1606 = 00 50 20 10 5 2
et al, 2007 Graham et aJ.201%, Diaz et al, 2011, Trouet Period (yrs) i
. . . . Ammann-07 — Frank-07 —  Leclerg-11 ----- Mann-08.eiv

et al, 2012), thereby affecting reconstruction quality. If this chrg ETEa-01 Hegerl07 ... Ljungauist-10 ---- yMann-09 .-

H H H : : isti - -04 — oehle- -05 ----
were the case, the implications would be relevant since this|“" Samgo:06 — Jucker07 — Mann-08.cps ----- Rutherford-05 —

is the period showing the largest temperature anomalies in 1

the last 1200 yr. Thirdly, the simulations showing the largest 01 S,

discrepancies with the reconstruction spread in the 20th cen-2

tury are the CCSM3, the ECHO-G and the EC5SMP ensem- & 0,001 N & .t'%’j\ﬁﬂ\/w |
bles. CCSM3 and ECHO-G clearly suffer from notincluding & w— "Ww‘?‘a
aerosols and land use, and they overestimate the warming ing 00001 ¢ §i§ég” 4

comparison to the reconstructions. In turn, the ECSMP tem- 2 "% 0 o0 5 1 3 '

perature increase is lower than in the reconstructions. The 1806 50— BT S—- 2
reasons for this are unknown since EC5MP shows, together Period (yrs)

with HadCM3 and IPSL, one of the highest transient climate

responses in future scenario simulations (see TApIAr- Fig. 5. Normalized spectra of simulate(@) and reconstructed

guably, the physics related to the treatment of aerosols okb) NH temperatures. For the models for which several simulations

land use changes may exacerbate the related cooling in this ui;M?/j;Hni'fi;g?mrgﬁ;i;‘éaélrae?&%vzﬁgeﬁnoéstr:j‘z”:;‘ts In-
model during the 20th century. 9 g - 2rey P

Ei 4a still sh I imil . . Gibbs oscillations in reconstructions missing high-frequency vari-
. igure . still shows overall a very similar _S|tuat|on FO ability. The inset in(b) shows the normalized spectra of the NH
Fig. 6.13 in AR4 (ansen et 312007). Progress since thenis  jstrumental dataBrohan et al.2008.

related to the existence of a considerable number of AOGCM

simulations compared to the ensemble in AR4, which com-

prised only a few AOGCMs and a few EMIC simulations.

The ensemble in Figla shows considerably more variability lower multicentennial variability can be related in the SH to
at multidecadal timescales than the simulations used in AR4he lower extent of land areas. The comparison of GLB be-
did. This may be related to internal variability in AOGCMs tween simulations and reconstructions shows as expected an
being larger than in EMICs. The response at lower frequen-intermediate situation to that of the NH and SH. It is notewor-
cies and the amplitude of changes from the MCA to the LIA thy that in the 9th and 10th centuries the simulations, consis-
is larger in the STSI simulations shown in Figg, b than in  tent with the TEF (Figlh), are below thélann et al (2008

the EMIC simulations illustrated in Fig. 6.13 of AR4. Addi- EIV reconstruction.

tionally, the qualitative comparison that can be derived from Some final comments related to specific simulations in
simulations and reconstructions in Fg, band 6.13in AR4 the ensemble are pertinent. The dashed blue lines corre-
evidences that, irrespective of using AOGCMs or EMICs, thespond to the high values simulated in the 10th and 11th
evolution of simulated changes during the last millennium centuries by one of the ECHO-G reconstructioBsiizlez-

is very similar and suggestive of a linear relation betweenRouco et al. 2003. These values have been demonstrated
NH temperatures and TEF applied in each model simulationto be exceptionally high due to a problem in initial condi-
Section6 will introduce a metric that will provide a more tions (Goosse et al2005 and corrected for the NH using an
quantitative approach to model-data comparison. EMIC (Osborn et a].2006.

Figure4c, d show the model-data comparison for the SH It is interesting to extend the comparison of simulations
and GLB averages. Similar conclusions can be reached tand reconstructions to the spectral domain. Figushows
those obtained from Figda, b. The simulations show less normalized spectra for NH temperatures in both the simu-
spread in the SH than in the NH. Also, trends in the 20th cendations and reconstructions. The reconstructions that do not
tury are of smaller amplitude. This is consistent with obser-provide variability at high frequencies (2—10-yr timescales)
vations and in general with the few reconstructions available suffer from spectral noise (spectra with dashed lines; Gibbs
Therefore, the smaller temperature spread in the SH recomsscillations depicted with grey colour). The spectra of the
structions (Fig.3c) may arguably be a realistic feature and other reconstructions compare well with simulations at all
not a result of having a small number of reconstructions. Thefrequency ranges. For the high frequencies (interannual
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timescales) the reconstructions tend to show a somewhat sta-
ble level of variance density, whereas most of the simulations ® Frank-0¢ D'Arrigo-06
(except for EC5MP and CNRM) show a continuous decay. @ A i 08-eiv
Interestingly, the spectra of TEF show a similar decay for all Q Juckes-07
models except for the CSIRO (Fig) at high frequencies. ® Ljungqvist-10
This suggests either a possible noise contamination at high @ Moberg 02
frequencies on the proxy side or an underestimation of inter- Christiansen-12 ®
annual variability by the models. The inset in Fip. shows o z“':
the normalized spectra of the NH instrumental d&eobhan °
et al, 2006, evidencing a behaviour that is more similar to
that of the proxies and thereby suggesting an underestima- o
tion of interannual variability by the models. Additionally, a)
some of the simulations (CNRM, EC5MP) show an anoma- -0.1 0 0.1 02 03 04 05 06 07
lously high accumulation of variability at 3-5-yr timescales AT(K)
which is not visible in the reconstructions. This is produced ° ECSMP-E1
in these models by enhanced variability in the tropics at these © C|§>I§LO o
timescales (not showrZhang et al. 2010 and is also not
supported by instrumental data.

The instrumental observations accumulate noticeable vari- CSM1.4 °
ance in the 10-yr timescale. This is evident for many of the b)
reconstructions (see solid lines in Fip) and less so inthe 005 01 015 02 025 03 035 04 045 05
simulations. The EC5SMP-E1 ensemble is the forced simu- AF (W/m?)

lations with more variability at this timescale, as expected,Fig_ 6. (a) Temperature change in the MCA-LIA transition for

since they incorporate an 11-yr cycle in the solar variability Ny simulations and reconstructions in Tableand4, respectively.
throughout the millennium (Se@.1). Solid (hollow) dots depict simulations including (excluding) vol-
A small decay of the spectral density between 10- andcanic forcing.(b) TEF change corresponding to the forcing applied
20-yr timescales is apparent in the simulations, reconstructo the simulations iifa). In the case of models for which simulations
tions and observations, as well as in TEF. At multidecadalare available with and without volcanic forcing, the change in the
and longer timescales, the spectra of the simulations and th&um of anthropogenic and solar forcing (see Efyjis shown with a
reconstructions shows a similar shape, which also resemblgio!low dot and the TEF (see Figig) change is indicated with a full
that of TEF (Fig.2). In Sect.3.3we argued that the relative dot. In the case of the simulation Wlfh the ECHO-G model showing
increase of variance at 20—-40-yr timescales was due to botffarmer medieval temperatureSgnzlez-Rouco et al2003, the
solar and volcanic variability. The spectra of the EC5MP- version corrected b@sb_orn et al(2009 is considered instead. Ip
. the cases where there is overlap of dots, these have been slightly
El _engamblg shows the lowest proportions of.Iow—frequencymove0| in the vertical direction for visibility.
variability, lying below those of the reconstructions. The fac-
tors that may contribute to this are the lower solar forcing
variability and the small warming trends in the 20th century
simulated by this model. Within the ssTSI group, the CSIRO an important contributor to the energy balance in the MCA-
simulations show levels of low-frequency variability similar to-LIA transition (e.g.Crowley, 200Q Bauer et al. 2003
to models of the STSI group, most likely as a result of the Goosse et al2005. However, other factors like land cover
larger trends simulated by the former in the 20th century.  changesGoosse et al20063 or internal variability Goosse
et al, 2012ab) may have also been relevant, particularly at
5.2 MCA-LIA transition regional scales.
We examine the temperature response of each reconstruc-
In this section, we focus on the transition between the MCAtion and model simulation and compare them with the range
and the LIA in order to assess the response of models to largef forcing variations during this climatic transition (Fig).
changes in forcing during the last millennium. Figutes 5 A proper definition for the extension of these periods is con-
suggest that there is low-frequency variability, which is in troversial at the NH spatial scale since temperature and hy-
agreement in reconstructions and simulations, both of whickdrological changes at regional scales were not necessarily
are consistent with TEF changes. Despite the aforementioneslynchronous (e.gGraham et a).201% Diaz et al, 2011
discrepancies in the MCA temperatures, reconstructions androuet et al. 2012. Neverthelessl jungqgvist et al.(2012
simulations (Figs3 and4) show higher (lower) temperatures show evidence for widespread NH warming (cooling) in the
during the MCA (LIA) which are also seemingly in agree- MCA (LIA) that support the notion of a NH scale MCA and
ment with larger (lower) values in TEF. Therefore, external LIA for temperature. The convention adopted here is 1400—
forcing (mostly solar and volcanic variability) may have been 1700 AD for LIA and 950-1250 AD for MCA, the same as

CCSM3 ®
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in Mann et al.(2009), facilitating the comparison with previ- expansion of the Hadley cell with an associated northward
ous works. Additionally, such a definition of the MCA (950- shift of the zonal circulation might have led to a more pos-
1250 AD) is convenient here since it spans a period longitive North Atlantic Oscillation (NAO) like signatureGra-
enough to include the respective medieval maxima of theham et al. 2011 Trouet et al. 2009 2012. The relative
simulations, their associated forcings and the reconstructionsnportance of forcing and internal variability in producing
(see Sects.]). this coordinated pattern of anomalies is not cl&éann et al.
Figure6 displays positive MCA-LIA differences in forc- (2009 showed a reconstructed pattern of MCA-LIA tem-
ing as well as in simulated and reconstructed temperatur@erature change indicating enhanced and pervasive cooling
changes, except for the reconstructior-adnk et al(2007). in the eastern equatorial Pacific cold tongue region, often re-
This curve peaks in the late 10th and early 11th centuryferred to as a La Nia-like background state, as well as pos-
and reports steeply cooling temperatures until the beginningtive anomalies dominating at mid- and high latitudes of the
of the 14th century, similarly t®’Arrigo et al. (200§ and NH. Mann et al (2009 also showed that the negative anoma-
Christiansen and Ljungqvig20123. The balance of these lies in the eastern equatorial area were not reproduced by
temperature anomalies in tieank et al(2007) reconstruc-  forced simulations with the GISS-ER and CSM1.4 models.
tion during the MCA interval is negative. The range of tem- Extratropical warmth was also reported bjyngqvist et al.
perature changes in the reconstructions is somewhat larggP012 and was found to be consistent with results of assim-
than in the models, which makes it difficult to determine ilation experimentsGoosse et al2012ab) in response to a
which combination of solar and volcanic forcing is more re- weak solar forcing and a transition to a more positive Arctic
alistic. Changes in forcing are clearly grouped into the STSIOscillation state. AOGCM experiments without data assim-
and ssTSI division established in Se8t.The temperature ilation, however, do not seem to support an enhanced zonal
changes are also organized accordingly, suggesting that sairculation during medieval timed.éhner et al.2012 Yiou
lar forcing is a major player in the model simulations of etal, 2012.
the MCA-LIA transition. Nevertheless, the ssTSI simula- Figure7 shows the MCA-LIA annual temperature differ-
tions of CSIRO and EC5MP-E1, with the largest temperatureences (hatched areas indicate non-significance fowx an
changes, present values close to those of some STSI expef:05 level) in the forced simulations from each of the models
ments showing the lowest temperature change (CSM1.4 andonsidered herein except for the HadCM3 run, which is not
CCSM3). included due to the limited time span of this simulation (see
The effect of volcanic forcing is only evident in the Table2). The reconstructed MCA-LIA temperature pattern
ECHO-G simulations for which including volcanic forcing from theMann et al.(2009 multiproxy climate field recon-
enhances both the MCA-LIA forcing change and the simu-struction is also shown in Fig. for comparison. The value
lated response. For the CSIRO model, inclusion of volcanicof the spatial correlation coefficient between each simulated
forcing has no effect on the forcing and temperature changesand the reconstructed MCA-LIA pattern is shown at the bot-
These results do, however, depend on the periods used to deam of simulated panels in Fig.. For the ssTSI models a
fine the MCA and LIA (not shown). Interestingly, members selection of the ensemble members is made considering ei-
of an ensemble sharing the same external forcings (CSIRCther the runs with a more complete configuration of external
ECHO-G, EC5MP) show a spread of temperature change$orcings (i.e. the three members including volcanoes), in the
due to internal variability. This spread may be larger thancase of the CSIRO, or the three runs that represent the most
the temperature difference due to the inclusion of volcanicdifferent spatial patterns, in the case of the EC5MP-E1 en-
forcing (ECHO-G and CSIRO) or than the differences be-semble. For the EC5MP-E2 all the members of the ensemble
tween simulations within the ssTSI and STSI groups. For in-are shown. For the ECHO-G, the run with a too-warm MCA
stance, intra-model variability in the EC5MP and the CSIRO (Osborn et a].200§ is excluded.
ensembles is larger than inter-model differences between the All simulations tend to produce an MCA warming that is
CSM1.4, CCSM3, ECHO-G or IPSL simulations. Therefore, almost globally uniform. Warming tends to be higher, espe-
this suggests that internal variability could have had majorcially in STSI, over the continents than the oceans, particu-
impacts on the temperature response at hemispheric scaleslarly over the sea—ice boundary at high latitudes, in agree-
Additional insights on the relative roles of internal ver- ment with the temperature response pattern described in
sus forced variability can be gained by considering the spaZorita et al.(2005. The agreement among the suite of simu-
tial distribution of simulated temperature changes during thelated MCA-LIA temperature differences can be quantified
MCA-LIA transition. Many studies (e.geager et a/2007, by the values of inter-model spatial correlations between
Mann et al, 2009 Graham et aJ.2011) suggest that dur- all the possible combinations of two simulations within the
ing this period there was a pattern of coordinated temperSTSI (ssTSI) group. Larger correlation values are obtained
ature and hydrological anomalies, evidencing an increasefor STSI ¢ =0.69 in the case of CNRM with a mem-
zonal gradient in the tropical Pacific produced by anoma-ber of EC5MP-E2) than for the ssTSt £ 0.55 between
lous cooling in the eastern Pacific and anomalous warmth irmembers of EC5MP-E1 and CSIRO), in consistency with
the western Pacific and Indian Ocean. Additionally, a broadthe larger TEF changes applied to STSI. There also appear
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Fig. 7. MCA-LIA (950-1250 AD minus 1400-1700 AD) annual mean temperature difference in forced simulations produced by the
AOGCMs with millennium-long simulations in Tableand in the multiproxy climate field reconstruction from Mann et al. (2009). The
spatial correlationr) between each simulated MCA-LIA pattern and the reconstructed field is shown at the bottom right of each panel. For
the simulations starting in 1000 AD (CCSM3, ECHO-G, IPSL, CNRM), the period 1000 to 1250 was selected instead to define the MCA.
Hatched areas indicate non-significant differences according to a two-sidedd-test@5).

multiple regional features that are dependent on the modebf these regional-scale features may well be simulation-
considered, i.e. cooling in the North Pacific (ECHO-G-1), in dependent and related to initial conditions and internal vari-
the North Atlantic (CCSM3 and ECHO-G-2) or in North- ability as evidenced by the differences within the members
ern Asia (CNRM). This causes the lowest inter-model spa-of each EC5MP or the CSIRO ensembles. For example,
tial correlation values, both in the STSI (erg= —0.09 be-  differences arise in the magnitude of warming and cooling
tween CNRM and CSM1.4) and in the ssTSI group (e 4. over the North Pacific, South America or Africa in EC5MP-

—0.14 between members of EC5MP-E1 and CSIRO). ManyE2 or in the spread of cooling regions in the ECSMP-E1
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and CSIRO members. These differences within an ensemgiven more credit (ssTSI grougchmidt et al.2011, 2012,
ble lead to intra-model spatial correlation values that rangeas in the EC5MP-E1 or CSIRO ensembles, the temperature
between 0.21 and 0.52 for the EC5MP-E1, between 0.05esponse for the MCA-LIA is less uniform in sign and more
and 0.52 for the CSIRO, and between 0.60 and 0.81 for thdikely influenced by internal variability. Moreover, it also
EC5MP-E2 subensemble. Among the different subensempresents lower values than in tihéann et al.(2009 pat-
bles, EC5MP-E1 and CSIRO simulate more regional/largetern. Therefore, under both high and low TSI change scenar-
scale widespread cooling, a sign of the lower weight of TSlios, it is possible that the reconstructed MCA-LIA anomalies
changes that allows for internal variability to become morewould have been largely influenced by internal variability
prominent. This fact can be observed not only from the wider(Gonzlez-Rouco et gl2011).
range of intra-model correlation values but also from the
lower values obtained in the ssTSI group. Therefore, even
if widespread warming is simulated in the MCA, the spatial 6 Last millennium transient climate response
pattern of temperature change is very heterogeneous and can
considerably vary across models and even across simulationshe temporal coherence in TEF and reconstructed and simu-
with the same model. lated temperatures described in S&ds quantitatively anal-
The spatial pattern observed in the reconstructionslagn ysed herein based on the estimation of climate sensitivities.
et al. (2009 is not obtained with the available model simu-  The sensitivity of climate to changes in external forc-
lations. This is evidenced by the low values of spatial cor-ing can be characterized in the context of future climate
relation obtained between the reconstructed and the suitby two quantities: equilibrium climate sensitivity (ECS), de-
of simulated patterns, ranging from0.18 to 0.36 (Fig.7). fined as the temperature change, after reaching equilibrium,
The lower values obtained for these simulated—reconstructetb a doubling of atmospheric G@bove pre-industrial levels
pairs than for the inter-model comparison suggest a highe(Schneider et al.1980; and the transient climate response
consistency among the simulated than between the simulate@ CR), defined as the change in global surface temperature
and reconstructed patterns. in a 1% CQ increase experiment at the time of atmospheric
Mann et al.(2009 present the only spatial reconstruc- CO, doubling Knutti et al, 2005. Here, we will define a
tion that offers global-scale information about the MCA— last millennium TCR (LMTCR hereafter) based on regres-
LIA transition, and, although supported by several studiession estimates between TEF and NH temperature response in
(Seager et al2007 Graham et a).2011), it is also subject  simulations and reconstructions of the last millennium. The
to important uncertaintied.{ and Smerdon2012 Smerdon  use of this metric as a measure of consistency between re-
et al, 2011). These uncertainties are mostly associated withconstructions and simulations is motivated by the findings
the reconstruction methodology and the low proxy replica-reported throughout this manuscript, to wit: (i) the broad
tion in the Pacific and North Atlantic basins. However, if this agreement between the TEF applied in each simulation and
proxy-based reconstruction were to be considered reliablethe simulated temperature response (Figd4, 5); and (ii) a
two possible explanations could be suggested for the aforetendency for the simulated temperature changes to cluster
mentioned model-data discrepancies. One is that the spatialccording to the different magnitudes of change in forcing
pattern of changes for the MCA-LIA was largely influenced (Fig. 6), despite the presence of a substantiated influence of
by internal variability. The other is that transient simulations internal variability.
with AOGCMs fail to correctly reproduce some mechanism The relationship between TEF and NH simulated temper-
of response to external forcing, as long as the changes imtures for intermediate and low frequencies is illustrated in
radiative forcing factors are considered to have contributedrig. 8a, where the results of a simple linear regression be-
importantly to the the MCA-LIA temperature change. One tween NH temperatures and TEF in one of the EC5MP-
example of the latter may be discussed in relation to theE2 ensemble members is shown. Simulated temperatures
so-called “ocean thermostat” mechanisfelfiak and Cane  (green) are compared to temperatures estimated (black) from
1987. The complex response of the tropical Pacific to radia-their respective TEF changes after linear regression between
tive forcing still shows important inter-model disagreement both variables for timescales longer than 31yr; grey shad-

in future climate change simulation€dllins et al, 2010. ing indicates uncertainties for regression estimates. This indi-
It is thus expected that AOGCMs will struggle to correctly cates that the NH temperature response can be, to a good ap-
represent potential responses in the past. proximation, considered linearly related to the imposed TEF

The models from the STSI group, which used high TSI forcing at these timescales.
variations from the MCA to the LIA, show a pattern of re-  Similar results to those in Fi@a are obtained for all other
sponse that is typically a uniform warming in the earlier pe- simulations of Tablel (not shown). Figureb further illus-
riod (see three upper rows in Fig). In spite of this, there are  trates the linear relation between forcing and temperature
considerable differences among the simulations, highlightingresponse by showing the correlations (dots) between 31-yr
a potential influence of initial conditions and internal vari- filtered temperatures and TEF for all the simulations span-
ability. Furthermore, if the reduced levels of past TSI arening the whole millennium. For the cases in which volcanic
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forcing was not included, the sum of anthropogenic and so-
lar forcing is considered instead, and correlation values are
depicted with hollow dots. Most simulations show high cor-
relation values between temperature and the applied forc-
I | ing, independently of belonging to the STSI or ssTSI ensem-
W\JM’\V\ / Y bles. Minimum correlation values are attained for the CNRM
I \J i, ﬂ‘* 7

S

a) 0.6 - T T T T
Regression based estimation = EC5MP-E2 simulation

04

0.2

model and some of the simulations of the EC5MP-E1 ensem-
ble. In the case of the CNRM model there may be at least two
reasons that contribute to this. On one hand, this linear rela-
tionship to forcing may be reduced by a relatively high inter-
06 | | nal variability and strong feedbacks in atmosphere dynamics
(Swingedouw et a).2010. On the other hand, the temper-
800 1000 1200 1400 1600 1800 2000 ature response of the model is not proportional to the large
Year volcanic forcing applied (see Figsh and4). The EC5MP-
b) ' ‘ ' ' E1 ensemble shows correlations in the range of 0.38 t0 0.71,
CSIRO ¢ &°° | highlighting again the influences that internal variability can
ECSMP-ET | e o o § 1 have on the temperature response at hemispheric scales.
I ] Based on the linearity of the relationship between external
st | o forcing and temperature, the analysis is expanded to calcu-
late the rate of changes in temperature relative to forcing. We
define these ratios as the LMTCR and calculate them as the
regression coefficients between both variables. These values
COSM3 | o constitute estimations of climate sensitivity that integrate the
response of the climate system to different forcings operating
‘ ‘ i . from multidecadal to multicentennial timescales. It should be
0 02 cgfraation i‘r){gex 08 ! kept in mind that, because its definition is based on linear
) ‘ ‘ ‘ ‘ regression, LMTCR addresses only the quasi-instantaneous

-0.2

04 |

Temperature anomalies (K)

-0.8

csmi4 | °

4:.4_‘_ S ) response of temperature to forcing changes. Any nonlinear
o] ™ g feedbacks or delayed adjustment of temperature do not fall

% - RO = into this definition, which contrasts with the concept of TCR

. g and ECS.
ECS 2

i Y Figure 8c shows LMTCR values with estimated regres-
u a sion errors obtained from simulated NH temperatures and

e U g TEF. Results for the models and forcings within the STSI and

mooom g ssTSI groups are shown on the same panel and compared to
o ’ model TCR and ECS values (Talde We only consider TEF
‘ ‘ ‘ ‘ ‘ and simulations that include volcanic forcing to allow sensi-
0 0.2 0.4 0.6 0.8 1 1.2

ble comparison with reconstructions (see discussion below).
We establish ranges for LMTCR based on the minimum
Fig. 8. (a)Simulated NH mean temperature (green line) in a mem-and maximum values obtained within the STSI and ssTSI
ber of the EC5MP-E2 ensemble and regression estimated (blackyroups. The resulting intervals have similar minimum values
from 31-yr moving average filtered outputs of TEF (F19). Grey  in the STSI and ssTSI groups, but their width is narrower for
shading depicts uncertainties in estimated val@ggCorrelations  the ssTSI group (0.17—0.49 KW m?) relative to the STSI
between 31-yr-filtered, simulated NH temperatures and correspondgroup (0.23-0.58 KWl m2). As more simulations become
ing TEF. The sum of anthropogenic and solar was used where VOIavaiIabIe from CMIP5—PMIP3Braconnot et a).2012) the
canic forcing is not included in the simulations (hollow do{(g). iallv chanae. It is interesting to note
Comparison of LMTCR, TCR and ECS (see text for definitions) ssTS| range may potentially ¢ g . 9

values for the various STSI and ssTSI simulations in Tdbl€he _that LMTCR val_ues do not necessarily _change when group-
range of LMTCR values (dots) obtained from the simulations is in- INd the models into STSI and ssTSlI, since ECSMP-E1 and
dicated with purple numbers and framed in a purple box. TCR andE2 LMTCR estimates overlap with each other. Moreover,
ECS values from Tabl6 are indicated with triangles and squares, LMTCR estimated ranges are, as expected, lower than ECS
respectively, and also framed in boxes. The regression error estima/alues and overlap with the range of values in TCR. Thisis a
tions for LMTCR values are indicated with horizontal bars for all reasonable feature since, as commented above, TCR and par-
simulations. Cases in which volcanic forcing was not considered araicularly ECS include system readjustments that involve non-
depicted with hollow dots. linear relationships, either in a monotonously warming cli-
mate simulation (TCR) or in equilibrium simulations (ECS).

Climate Sensitivity (K/Wm?)
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It should also be kept in mind that ECS and TCR are climate
sensitivity estimations based on global temperature response,
while LMTCR is herein obtained based on simulated and re- o
constructed NH temperatures. o 02 Off"e'amg.'ﬁ”dex 08 :
We now turn the focus to address whether the real system
response to external forcing can be also considered inear aymanegrt © ° e o © ]
from the evidence provided by the reconstructions. Figure Frank-07 e ®o o o 1
9a shows correlations that quantify their linear relationship "V goe. oy | e oo oo ]
with external forcing. Since it is not known which one of the  Ljungqvist-10 o ® o0 1
. . . . Lecqlerc-11 | o0 o o 1
available forcing specifications better represents the real past  voberg-05 | oee oo 1
forcing, reconstructions are cross-compared with all external ~ Mann-09 ¢ ® @ ot 1
forcing configurations. Also, the reconstructed temperaturecy, iamac 95 [ o ]
response arguably includes the effects of volcanic activity, Juckes-07 [ e® 0 o 1
. ' K . ; Hegerl-07 | «C e 1
thus the forcing configurations that do not consider volcanic gytherford-0s F 20 o 1
activity (e.g. IPSL) are excluded from this analysis. The cor- Huang-04 [ @) ° ® o
relations between the reconstruction ensemble average in Mann-08-cps | ____°_ oo o ]
Fig. 4b and all forcing series are also shown. Some of the NHensemble > - ]
correlations values of reconstruction—forcing pairs are lower ‘ ‘
than the minimum values obtained between simulations and ‘ je . Loehle-0s
forcing (grey shaded area), but most correlations are above o Marin09
this threshold, with maximum values reaching 0.98. The 'o+e+ Rutherford-05
ensemble average shows correlation values around 0.6, the Cee | prpngauist10
highest (lowest) being attained for the CCSM3, CSIRO and e e g cps
ECHO-G (EC5MP, CNRM and CSM1.4). Overall, this sup- e S g
ports the hypothesis that the reconstructed temperatures show o 9 B amigo-06
alinear relationship to the total forcings used by models. o SEarmw.i'vad L,
The analysis can finally be extended to consider the b) Christiansen-12 |
LMTCR values that may be obtained from the regression ~o+  —o—NHensemble
of NH temperature reconstructions and TEF, and whether 0 02 04 06  o0s 1 12
these may be consistent with those attained from simulations. Climate Sensitivity (K/Wm?)
However, some comments are pertinent at this point. Since P , ,
LMTCR is based on regression estimates, the resulting val- e riffagy | oenie8
ues will depend both on the correlation between temperatures e o U herforac0s
and TEF and on the ratio of temperature and TEF standard ade Le,c\}ggr;]gg
deviations. This implicitly establishes the requirement that s H“Qa""g?aiﬁfg
reconstructions and TEF show covariability in time, a fea- ro-0- Ljungqvist-10
ture that is supported by many of the temperature—TEF pairs Ab L T
in Fig. 9a. However, if the correlation between both variables e O erg 05
is low, this will bias the regression between reconstruction : Huang-04
and forcing to zero. c) - NHensehble Christiansen-12
Figure 9b, ¢ show LMTCR values obtained from the re- : : : : :
0 0.2 0.4 0.6 0.8 1 1.2

constructed NH temperatures after regressing each recon-
struction with all possible forcings in the ssT#)) and

Climate Sensitivity (K/Wm?)

STSI (c) groups (excluding those that do not consider Fig 9. (a)Correlation values between 31-yr filtered NH reconstruc-
volcanic contributions). Each estimate obtained from ations in Table4 and the various estimations of TEF (Fign). Only

reconstruction—forcing pair is plotted with the correspond-the configurations that include volcanic forcing have been consid-
ing colour of the model that the forcing is ascribed to. The ered. The correlations with the reconstruction ensemble average in
shown. Colours identify the model to which forcings

temperature—forcing pairs depicting low correlations (greyFig. 3 are also

shading in(a)) are shown in grey. The results can be com- correspond according to the labe(s) LMTCR values obtained

pared with the LMTCR ranges estimated from simulations considering NH temperature reconstructions and the two ssTSI TEF

(dashed lines), thus providing a metric of consistency. Theconfigurations
LMTCR values obtained for the reconstruction ensemble Iiegrfgi\rl]?g;es n
well within the simulated LMTCR ranges both for ssTSI and '
STSI. In the STSI case, LMTCRs cluster around a value of
0.3KW-1m?, near the low end of the model range. Most,

www.clim-past.net/9/393/2013/

(c) Same agb) for the STSI forcing configurations.

dicate cases in which correlations fall within the grey
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but not all, LMTCR values derived from individual recon- tions used by the different models have been classified into
structions lie within the simulated LMTCR ranges. Some of two groups according to the amplitude of low-frequency TSI
the values fall out of the model range both for ssTSI andchanges.
STSI forcings due to low correlations between temperature An update of the set of reconstructions useddnsen et al.
and forcings. Also, some temperature—forcing pairs showing2007) has been presented for the NH, as well as available
relatively high correlation stand out of the model range. evidence for SH and the globe. The warmer medieval cli-
In the ssTSI panel (Figdb), the simulated range is not mate, followed by a cooler period and the subsequent warm-
consistent with the reconstruction bfuang (2004, Frank  ing during the industrial period are evident on both hemi-
et al. (2007, andChristiansen and LjungqvigR0123 that  spheric and global scales. For the NH, the higher medieval
show larger LMTCRs. Since these reconstructions presentemperatures are comparable to those in the first half of the
relatively high correlations, this discrepancy can be traced20th century and lower than instrumental measurements of
to a high ratio of temperature vs. TEF variability (standard the last few decades. This is the case for all but two recon-
deviation) relative to that in the simulations. In the STSI structions [Loehle and McCulloch2008 Christiansen and
panel (Fig.9c) the reconstruction drutherford et al(2005 Ljungqvist 20123. A robust assessment of past variability
indicates a lower LMTCR than the simulation, while that for the SH and the globe would require more proxy recon-
of Christiansen and Ljungqvig20123 is above the model structions. Overall, the ensemble presented herein conveys a
range for all forcing configurations (except marginally that similar message to that in AR4. Variability and uncertainty
of CNRM). Therefore, this analysis highlights discrepanciesare significantly increased, albeit mostly due to the influence
between reconstructed and simulated climate that report difef one reconstructionGhristiansen and Ljungqvis20123.
ferent rates of temperature response to forcings. A total of 26 forced simulations performed with 8 differ-
As a last comment, it can be argued that LMTCR adds aent models have been considered. This constitutes an im-
possible quantitative framework beyond the temporal com-provement from the five members consideredansen et al.
parison presented in Figd. This new insight in the analysis (2007 and allows additional insights into the relative roles
of model—data consistency leans on two requirements in thef internal and forced variability. For multidecadal and lower
reconstructed—simulated climate response. One is that pa$tequencies there is a high degree of linearity in the simu-
temperatures show covariability with forcings above multi- lated temperature response to the forcings imposed, despite
decadal timescales. The other is that the rates of temperatutée presence of internal variability.
change to forcing are comparable. If both of these are met, Overall, reconstructed and simulated temperatures tend to
most reconstructions agree with simulated LMTCR rangesagree on multicentennial timescales, albeit with some differ-
albeit with some clear discrepancies, either based on a lovences. An example is the period covering the 10th and 11th
correlation with forcing (e.gAmmann et al.2007) or based  centuries, where proxies indicate higher temperatures that are
on reflecting different rates of temperature change comparedot supported by the simulations and the reconstructions of
to simulations (e.g.Christiansen and Ljungqvis012a external forcing. Models and reconstructions both agree that
Rutherford et al.2005. No conclusive statements can be there was a warmer MCA followed by a colder LIA. The spa-
drawn regarding which level of solar variability is more real- tial distribution of changes during this transition is charac-
istic based on this assessment of consistency between recoterized in the simulations by a land—ocean thermal response
structions and simulations. with polar amplification at high latitudes. Internal variabil-
ity contributes to pronounced inter-model differences, par-
ticularly in the low solar forcing variability scenarios. The
7 Conclusions spatial pattern of the simulated response shows little resem-
blance with that obtained from reconstructioMafin et al,
This work addresses the temperature evolution over the 1as2009. If we rely on the information provided by multiproxy
millennium from the perspective of the available AOGCM reconstructions, it is arguable that either the spatial pattern of
simulations and of the forcings used to drive them, as well axhanges for the MCA—-LIA was largely influenced by internal
the analysis of independent information provided by proxy- variability or that transient simulations fail to correctly repro-
based reconstructions. This enables the exploration of theéuce the potential causal mechanisms of response to external
consistency between the reconstructed and simulated forcefdrcing.
temperature response and the evaluation of the importance of We introduce an evaluation of the system response to ex-
internal variability at hemispheric scales. ternal forcing based on regression estimates of the rates of
A catalogue of the forcing factor reconstructions used totemperature-to-forcing changes. This approach does not con-
drive last millennium AOGCM simulations has been pre- sider other system feedbacks and delayed responses that are
sented and discussed. The set of simulations considered implicit in the definitions of ECS and TCR in future cli-
this paper is those available prior to the CMIP5-PMIP3 mate change experiments. In fact, the ranges of calculated
project. Therefore, this part complements the informationLMTCR are always lower than ECS and at the most overlap
provided in Schmidt et al.(2011). The forcing configura- in some cases with TCR. The LMTCR of the mean of the
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ensemble of reconstructions and that of most single recon- measured in air from firn at the South Pole, Nature, 383, 231—
structions agree with those of the simulated ranges. How- 235, 1996.

ever, some reconstructions are identified for which a cleaBauer, E., Claussen, M., Brovkin, V., and Huenerbein, A.: Assess-
disagreement can be quantified with simulated values. These ing climate forcings of the Earth system for the past millennium,

discrepancies could not be screened on the basis of the previ- Gggg)hys. Res. Lett, 30, 127@l0i:10.1029/2002GL016639
ous qualitative comparison of consistency among time Seriey . er. E.. Ganopolski, A, and Montoya, M.. Simulation of

and uncertainties. ;
L. . . the cold climate event 8200 years ago by meltwater out-
The definition of a LMTCR establishes an additional met- burst from Lake Agassiz Pa?/eoceanggrap);y 19. PA3014
ric to compare reconstructed and simulated temperature. This i:10.1029/2004PA001032004.

may be considered a convenient approach for the climate oBerger, A. L.: Long-term variations of daily insolation and Quater-
the last millennium, during which the magnitude of forcing  nary climatic changes, J. Atmos. Sci., 35, 2362—2367, 1978.
changes is comparatively much lower than that of other pasBerger, A. and Loutre, M. F.: Insolation values for the climate of the
climate transitions (e.g. Last Glacial Maximum to Holocene, last 10 million years, Quaternary Sci. Rev., 10, 297-317, 1991.
Crucifix, 2006. The implicit requirement in LMTCR of a Bloomfield, P.: Fourier analysis of time series: an introduction, New
covariability between reconstructed temperatures and exter- York: John Wiley and Sons, 1976.

nal forcing changes arises, from the results shown herein, a8lUnier. T.. Chappellaz, J., Schwander, J., Stauffer, B., and Ray-
a reasonable feature that should be expected to be found in naud, D.: Variations in atmospheric methane concentration dur-

reconstructions at multidecadal and longer timescales ing the Holocene epoch, Nature, 374, 46-49, 1995,
9 ' Braconnot, P., Harrison, S. P., Kageyama, M., Bartlein, P. J.,
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