
Clim. Past, 9, 1667–1682, 2013
www.clim-past.net/9/1667/2013/
doi:10.5194/cp-9-1667-2013
© Author(s) 2013. CC Attribution 3.0 License.

EGU Journal Logos (RGB)

Advances in 
Geosciences

O
pen A

ccess

Natural Hazards 
and Earth System 

Sciences

O
pen A

ccess

Annales  
Geophysicae

O
pen A

ccess

Nonlinear Processes 
in Geophysics

O
pen A

ccess

Atmospheric 
Chemistry

and Physics

O
pen A

ccess

Atmospheric 
Chemistry

and Physics
O

pen A
ccess

Discussions

Atmospheric 
Measurement

Techniques

O
pen A

ccess

Atmospheric 
Measurement

Techniques

O
pen A

ccess

Discussions

Biogeosciences

O
pen A

ccess

O
pen A

ccess

Biogeosciences
Discussions

Climate 
of the Past

O
pen A

ccess

O
pen A

ccess

Climate 
of the Past

Discussions

Earth System 
Dynamics

O
pen A

ccess

O
pen A

ccess

Earth System 
Dynamics

Discussions

Geoscientific
Instrumentation 

Methods and
Data Systems

O
pen A

ccess

Geoscientific
Instrumentation 

Methods and
Data Systems

O
pen A

ccess

Discussions

Geoscientific
Model Development

O
pen A

ccess

O
pen A

ccess

Geoscientific
Model Development

Discussions

Hydrology and 
Earth System

Sciences

O
pen A

ccess

Hydrology and 
Earth System

Sciences

O
pen A

ccess

Discussions

Ocean Science

O
pen A

ccess

O
pen A

ccess

Ocean Science
Discussions

Solid Earth

O
pen A

ccess

O
pen A

ccess

Solid Earth
Discussions

The Cryosphere

O
pen A

ccess

O
pen A

ccess

The Cryosphere
Discussions

Natural Hazards 
and Earth System 

Sciences

O
pen A

ccess

Discussions

A regional climate palaeosimulation for Europe in the period
1500–1990 – Part 1: Model validation

J. J. Gómez-Navarro1, J. P. Montávez2, S. Wagner1, and E. Zorita1
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Abstract. We present and analyse a high-resolution regional
climate palaeosimulation encompassing the European region
for the period 1500–1990. We use the regional model MM5
driven at the boundaries by the global model ECHO-G. Both
models are forced by reconstructions of three external fac-
tors: greenhouse gas concentrations, total solar irradiance
and volcanic activity. The simulation skill is assessed in a
recent period by comparing the model results with the Cli-
mate Research Unit (CRU) database. The results show that
although the regional model is tightly driven by the bound-
ary conditions, it is able to improve the reliability of the sim-
ulations, narrowing the differences to the observations, espe-
cially in areas of complex topography. Additionally, the evo-
lution of the spatial distributions of temperature and precipi-
tation through the last five centuries is analysed, showing that
the mean values of temperature reflects the influence of the
external forcings. However, contrary to the results obtained
under climate change scenario conditions, higher-order mo-
menta of seasonal temperature and precipitation are hardly
affected by changes in the external forcings.

1 Introduction

The rise of global temperature in response to an increase
of atmospheric concentrations of anthropogenic greenhouse
gases is currently well understood in terms of simple physical
mechanisms. However, the magnitude of future projections
of climate change are still burdened with large uncertain-
ties. This is even more pronounced at regional scales, where
additional processes and feedbacks may modulate the cli-
mate response to external forcings (Christensen et al., 2007).

In particular over extra-tropical regions, the uncertainty is
important to consider as high internal climate variability may
mask the impact/influence of changes of external climate
forcings.

Comparing proxy-based climate reconstructions and cli-
mate simulations is proposed as a means to reduce the spread
in the uncertainties of climate sensitivity (Gonźalez-Rouco
et al., 2009; Schmidt et al., 2013, among others). Such a com-
parison can furthermore provide useful information about the
amplitude of externally unforced climate variations, the pro-
cesses involved therein and about the skill of climate mod-
els in simulating regional climate changes. The latter goal
seems particularly important because the estimation of cli-
mate change impacts and possible adaptation measures de-
pend on the level of certainty that can be placed on simulated
regional climate change projections. However, one important
remaining factor refers to the discrimination and quantifica-
tion of different sources of error, ranging from uncertainties
in external forcings to sensitivity and physical parameteriza-
tions of global and regional climate models.

Direct comparison between individual proxy records and
simulations is hampered by the limited resolution of global
climate models (GCM), presently about 200–300 km at mid-
latitudes. For GCMs used in palaeoclimatological studies,
this resolution might be up to 400 km. Regional character-
istics related to a detailed representation of topography and
coastlines might cause deviations between simulations and
proxy series, which would not be per se indicative of a seri-
ous intrinsic deficiency of the GCM. Although computation-
ally expensive, regional climate models (RCM) are a useful
tool to better simulate regional climate changes. They only
simulate a limited area domain, driven at its boundaries by
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the output of global models. This allows implementing spa-
tial horizontal resolutions of about 20 to 50 km. The higher
resolution, together with more realistic parameterizations at
local scales, allows RCMs to simulate more realistically the
local mechanisms responsible for regional climates that can
be important to interpret a particular proxy record.

In this study we focus on the evolution of the climate of
the European region during the last five centuries. This pe-
riod is subject to an intense analysis based on empirical cli-
mate reconstructions (Luterbacher et al., 2004; Casty et al.,
2007; Küttel et al., 2010). Those reconstructions are based
on a variety of different sources, e.g. related to a very rich
network of recorded historical evidence, very long instru-
mental and early instrumental climate series, tree-rings, lake
sediments, etc. and thus offer a suitable basis for compar-
isons with climate model simulations. Additionally, a few al-
most 400 hundred year-long instrumental temperature series,
such as the central England temperature record, are available.
All these sources are combined into gridded reconstructions
of monthly (or seasonal for early periods) near-surface air
temperature (SAT) and precipitation, which are particularly
useful for comparisons with coarse-resolution simulations
(Luterbacher et al., 2004; Casty et al., 2007). Although un-
certainties in the instrumental and early instrumental records
cannot be ignored, particularly in their early part, they are
generally more reliable than other indirect indicators of tem-
perature. This is particularly important in situations when
disagreements between model simulations and reconstruc-
tions purely based on natural proxies cannot be completely
resolved.

As previously mentioned, comparisons with reconstruc-
tions, as well as the assessment of the role of internal ver-
sus externally forced variability at regional scale, requires
high-resolution simulations over long periods of time, de-
manding high computational costs. Consequently, only few
high-resolution climate simulations are available over this
area.Gómez-Navarro et al.(2011) studied the evolution of
the climate through a millennial simulation over the Iberian
Peninsula, by comparing the simulation output with available
climate reconstructions, and used different simulations shar-
ing the same external forcings to analyse the role of internal
variability (Gómez-Navarro et al., 2012). Schimanke et al.
(2012) employed a regional climate model and a regional
ocean model to study the evolution of climate in the Baltic
Sea region during the last millennium and perform sensibil-
ity studies.

The added value of RCM is normally established by es-
timating the degree of agreement between the model results
and a set of observations. This approach can be misleading
to model developers because the mismatch between simula-
tions and observations includes different types of errors. A
comparison does not allow for the establishment of whether
the added value provided by the regional model is just due to
the higher resolution, or based on improvements within the
model in the simulation of the underlying physical processes

(Kanamitsu and DeHann, 2011). However, from the point of
view of the final users of climate simulations, this distinction
might be less important. The output of global and regional
models is viewed as a source of potentially useful data, re-
gardless of the real causes of the model deficiencies. This is
the point of view that we adopt in this manuscript.

Another aspect of the added value is the importance of its
spatial distribution.Kanamitsu and DeHann(2011) showed
that the added value is not spatially homogeneous, but rather
tends to be more noticeable over or close to areas of com-
plex orography. Thus, the geographical distribution of skill
can be a piece of useful information for the user. This issue
is demonstrated in many other regional studies. For instance,
Prömmel et al.(2009) illustrated the added value of a high-
resolution hindcast simulation over the Alpine region with
respect to the driving data, and showed how it is specially no-
ticeable over complex areas. Thus, in this study we identify
areas where the added value of the RCM is more noticeable,
as well as where the use of coarse-resolution climate simu-
lations, without the use of any downscaling technique, is a
reasonable choice.

The objective of the present study is to identify the added
value of a high-resolution climate palaeosimulations for Eu-
rope with respect to state-of-the-art GCMs, as well as to show
the skill and drawbacks of the MM5-ECHO-G setup to re-
produce a realistic climate for the last centuries. The com-
parison between the model simulation with currently avail-
able climate reconstructions for Europe will be performed in
a follow-up paper. After presenting the technical details of
the climate simulations along with a short summary of the
observational data set employed as reference in this study,
we present in Sect. 3 a validation of the climate simulations
for the present-day climate. Section 4 analyses the evolution
of probability distribution functions in different key periods
of time within the simulation. Finally, the paper closes with
the conclusions and an outlook.

2 Data and simulations details

For this study a regional simulation of the European cli-
mate is performed for the period 1501–1990 AD. The RCM
employed is a climate version of the meteorological model
MM5 driven at its domain boundaries by the GCM ECHO-G
(the model configuration is hereafter referred to as MM5-
ECHO-G). Both models are driven by estimates of three
external forcing types illustrated in Fig.1: greenhouse gas
(GHGs) concentrations in the atmosphere, long-term varia-
tions in total solar irradiance (TSI), and the global radiative
forcing of stratospheric volcanic aerosols. To avoid physical
inconsistencies both models, GCM and RCM, were driven
by identical external forcings. A full description of the global
simulation and the external forcings is found inZorita et al.
(2004); Gómez-Navarro et al.(2011, and references herein).
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Fig. 1. Three sources of external forcings implemented in the simulation and evolution of spatially averaged SAT (red) and precipitation
(blue) over the whole domain in the regional simulation. The NAO index is also represented by dark yellow in arbitrary units. The original
annual series in the bottom panel are high-frequency filtered using a Hamming window of 30 time steps.Zorita et al.(2004) described with
further details these forcings.

The ECHO-G global model driving the RCM consists
of the spectral atmospheric model ECHAM4 coupled to
the ocean model HOPE-G (Legutke and Voss, 1999). The
model ECHAM4 is used with a horizontal resolution T30
(∼ 3.75◦ × 3.75◦) and 19 vertical levels. The horizontal reso-
lution of the ocean model is approximately 2.8◦

× 2.8◦, with
a grid refinement in the tropical regions for a better repre-
sentation of ENSO and related phenomena and 20 vertical
levels to allow. A flux adjustment between the atmosphere
and ocean submodels, constant in time and with vanishing
spatial average, is applied to avoid climate drift.

The RCM used for the present study is the climate ver-
sion of the Fifth-Generation Pennsylvania-State University-
National Center for Atmospheric Research Mesoscale Model
(Dudhia, 1993; Grell et al., 1994; Gómez-Navarro et al.,
2011; Jerez et al., 2013). Two two-way nested domains
are employed in the simulation with a spatial resolution of
135 and 45 km, respectively. Figure2 depicts the inner do-
main, with the actual model topography. The present study
focuses on this domain. The atmosphere is represented by
24 sigma levels in the vertical, with the top level located at
100 hPa. The boundary conditions of the GCM ECHO-G are
assimilated into the RCM through a blending area of five
grid points at the fringes of the outer domain. These areas
are not reliable in general and are excluded from the analysis
hereafter.

The configuration of the RCM physics is chosen to min-
imise the computational cost. This cost criterion is selected

because none of the tested configurations provides an optimal
performance for different kinds of synoptic events and re-
gions (Jerez et al., 2013). The physical options implemented
are as follows: Grell cumulus parametrization (Grell, 1993),
Simple Ice for microphysics (Dudhia, 1989), RRTM radia-
tion scheme (Mlawer et al., 1997) and MRF for boundary
layer (Hong and Pan, 1996). The Noah Land-Surface model
(Chen and Dudhia, 2001a,b) is used, because it simulates
more accurately the climate in dry areas, especially in sum-
mer (Jerez et al., 2010). Boundary conditions are updated at
the boundaries of the RCM every 12 h.

To assess the skill of the MM5-ECHO-G setup in re-
producing the climate in a recent past period, we compare
the seasonal mean values of SAT and precipitation with the
monthly data set developed by the Climate Research Unit
(CRU) at the University of East Anglia (Harris et al., 2013).
The CRU (dataset version CRU TS3.00) is a gridded product
that extends over the global land surface with a spatial resolu-
tion of 0.5◦ × 0.5◦ and includes several climatic variables for
the period 1901–2005 AD. However, for the comparison pur-
poses in this analysis only temperature and precipitation se-
ries up to 1990 are considered. The data is interpolated onto
the MM5 grid to provide a better basis for comparison. Due
to missing information over oceanic parts in the CRU data
set, only land points are considered for the comparison.

www.clim-past.net/9/1667/2013/ Clim. Past, 9, 1667–1682, 2013
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Fig. 2. Topography implemented in the inner domain of the MM5
simulation, with a spatial resolution of 45 km. The mother do-
main covers a larger area with 135 km of resolution (not shown).
The figure illustrates the 9 subregions, selected according to geo-
graphical considerations, used for more detailed analysis hereafter:
IBE, Iberian Peninsula; BRI, British Isles; CEU, central Europe;
EEU, eastern Europe; SCA, Scandinavian Peninsula and Baltic
Sea; CAR, Carpathian Region; BAL, Balkan Peninsula; ALP, Alps;
TUR, Turkey. The projection employed in this figure is the same as
the one implemented in the RCM, Lambert Conformal, to illustrate
as realistically as possible the domain setup. Note however that we
use the Mercator projection in the figures hereafter to maximize the
available space and facilitate the visualization.

3 Reproducing the present climate

The regional model skill of reproducing a realistic climate
is assessed to highlight the improvement of the regional cli-
mate simulation over the global model, but also to identify
possible important deficiencies. Therefore, several climate
variables of the simulation are compared with the CRU ob-
servational datasets in a reference period. The statistics of
the seasonal series of SAT and precipitation are analysed in
Sect. 3.1. Additionally, the analysis of Probability Distribu-
tion Functions (PDFs) is discussed in Sect. 3.2.

3.1 Climatologies during 20th century

A first assessment of the skill of MM5 driven by ECHO-G
is performed for the observed climate in the period 1960–
1990 (hereafter referred as the reference period). We specif-
ically focus on seasonal mean values and variability of SAT
and precipitation. For this purpose we have used the CRU
database (Harris et al., 2013).

The top row in Fig.3 depicts the time-averaged SAT in
winter (left panels) and summer (right panels) for the refer-
ence period in CRU. The second and third rows represent the

difference between the MM5-ECHO-G setup and ECHO-G
alone with respect to CRU. The significance of these differ-
ences is tested through a two-tailedt test, as indicated with
small black circles in the maps. In winter, the RCM describes
the general spatial pattern relatively well, with the coldest ar-
eas in the northeastern part of the domain and the warmest
in North Africa. Some deviations appear nevertheless more
clearly when looking at the difference pattern. It significantly
corrects the driving model, strongly reducing the tempera-
ture biases in the areas close to the Mediterranean Sea, with
an average warm bias of 0.3 K in the areas south of 45◦ N,
and few areas with significant differences over the Iberian
Peninsula. It is however too warm in northern Europe (the
average warm bias is 2.8 K for the areas north of 45◦ N, and
it is larger than 5 K in some areas). This warm bias is oppo-
site to the one reproduced by ECHO-G, which clearly shows
a bipolar behaviour with strong significant cold bias in the
eastern parts of the domain. This picture is inverted in sum-
mer, when the RCM is homogeneously too cold. It simulates
the general pattern relatively well (in particular it is able to
capture the main mountain systems, which the global model
fails to reproduce due to its coarser resolution), but a marked
difference in northern and southern Europe is clear. In this
season the RCM is too cold, more remarkably in areas near
the Mediterranean Sea (the average cold bias over the Iberian
Peninsula is−3.9 K). Although significant, these warm/cold
biases are within the ranges simulated for the present climate
by other state-of-the-art RCMs employed for climate change
projections in Europe (Jacob et al., 2007).

Figure4 depicts similar information as Fig.3 for precip-
itation. Wettest areas in winter are near the western coasts
and in the main mountain regions, as corresponds to a cir-
culation dominated by the westerly moist flow. Although
ECHO-G shows strong dry biases in these areas due to its
coarse resolution, MM5 is able to reduce this bias to a large
extent. However some caveats are still apparent. In winter
there is a clear bipolar behaviour: the RCM overestimates
the precipitation in northern Europe, but underestimates it in
the Mediterranean area. The same bipolar behaviour, but in-
verted, is found in summer, although in this case the bias is
smaller and in many areas it is not statistically significant.
In this season, the largest precipitation coincides with orog-
raphy (see Fig.2), and the high resolution of the RCM is
able to reproduce this behaviour to a large extent (the spatial
correlation between the MM5-ECHO-G setup and observa-
tions is 0.71). However, important bias still remain in these
areas, especially over the Alps and the Pyrenees. These dif-
ferences can be attributed to model or observation deficien-
cies. Note that the 45 km resolution of the RCM still cannot
capture high-resolution orographic features such as valleys,
which play an important role in these areas. Regarding the
gridded observations, spatial interpolation of observations to
create gridded products is especially difficult over mountain-
ous areas, where spatial correlations may be low (Osborn and
Hulme, 1997).

Clim. Past, 9, 1667–1682, 2013 www.clim-past.net/9/1667/2013/
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Fig. 3. SAT averaged (in◦C) for the 1960–1990 period in winter (left panels) and summer (right panels) in CRU (top panels), and differ-
ences between MM5 driven by ECHO-G (middle panels) and ECHO-G alone (bottom panels) with respect to the former. To perform the
calculations, all datasets are spatially interpolated onto the MM5 grid, and only non-ocean grid cells are considered. The significance of the
differences is tested through a two-tailedt test at the 95 % confidence level and it is indicated with small black circles in the figure.

To assess further the origin of the RCM biases, the driv-
ing simulation is investigated. As shown by Fig.3, the warm
bias in winter is already present in the stand-alone ECHO-G
simulation, with the notable difference of a strong cold bias
in the most northeastern part of the domain. In ECHO-G the
warm bias is even larger near the Mediterranean, pointing to
an improvement in this area due to the higher resolution of
the RCM. This warm bias in northern Europe seems to be
caused by an overestimation of the strength of the zonal cir-
culation, which advects too much warm and moist air from
the Atlantic Sea. This overestimation is due to a too intense
pressure gradient simulated by ECHO-G, as illustrated by
the mean sea level pressure (MSLP) pattern in Fig.5. The
flow associated with this pressure gradient is introduced into
the RCM through the boundaries of the domain, causing

advection of warm air masses to the biased area in winter.
The anomalous flow of warm moist air from the ocean also
explains the larger precipitation amounts in this season in
northern Europe.

The cold bias in summer is also present in the ECHO-G
simulation, with the exception of the main mountain systems.
Here, the bias is smaller since the GCM is not able to rep-
resent the mountain ranges due to its coarse resolution. The
RCM is still able to reduce the bias over these mountains, but
it cannot be completely corrected. Comparing Figs.3 and4,
the cold bias in summer near the Mediterranean is linked to
too wet conditions. A possible explanation may involve a too
extensive cloud cover and precipitation in summer, thus re-
ducing the incoming solar radiation and cooling this area rel-
ative to the observations. This hypothesis, though plausible,

www.clim-past.net/9/1667/2013/ Clim. Past, 9, 1667–1682, 2013
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Fig. 4. Precipitation averaged (in mm month−1) for the 1960–1990 period in winter (left panels) and summer (right panels) in CRU (top
panels), and differences between MM5 driven by ECHO-G (middle panels) and ECHO-G alone (bottom panels) with respect to the former.
To perform the calculations, all datasets are spatially interpolated onto the MM5 grid, and only non-ocean grid cells are considered. The
significance of the differences is tested through a two-tailedt test at the 95 % confidence level and it is indicated with small black circles in
the figure.

is hard to test due to the lack of reliable observations of the
cloud fraction over this area for the reference period.

We also evaluate the variability of the RCM and its spa-
tial structure against the observations in the reference pe-
riod. Figure6 shows the same information than Fig.3 but
for standard deviation of SAT. As before, the significance
of these differences is tested, in this case with a two-tailed
F test for the ratio of two variances. In winter, the variabil-
ity in both the RCM and the observations is larger than in
summer, most notably in the northern areas. MM5 under-
estimates the winter variability in general, although only in
some areas, such as central Europe, the simulated variabil-
ity is up to a third of the observed. Despite this general un-
derestimation of the variability of seasonal SAT series in the

model, the spatial structure is very similar (spatial correla-
tion 0.84), with a clear northeastern-southwestern gradient.
Similarly, MM5 is generally less variable in summer, with
the largest deviations in northeastern Europe, where they be-
come significant. There are two clear areas, in the north-
west of the Iberian Peninsula and the west of Scandinavia,
where the model overestimates the variability, although it is
not statistically significant. Figure7 depicts the same infor-
mation for precipitation. Usually, precipitation variability is
linearly related to its mean value, and this explains why the
ratio patterns in this figure are similar to those of the differ-
ence in the mean (Fig.4). Nevertheless, the pattern is patchy,
and no clear pattern of underestimation or overestimation of

Clim. Past, 9, 1667–1682, 2013 www.clim-past.net/9/1667/2013/
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Fig. 5. MSLP in winter in the reference period in the NCEP reanalysis (Kalnay et al., 1996) (left panel) and simulated by ECHO-G (right
panels). The units are hPa.

precipitation variability, beyond the aforementioned link be-
tween precipitation variability and amount, is identified.

In the next step the simulated and observed long-term
trends are analysed. For these statistics we consider a longer
period, 1900–1990, which allows for the evaluation of the
simulated warming trend during the 20th century and com-
pare it with the observations. Figure8 represents the SAT
trends for winter and summer during this period in CRU
(top panels), simulated by the MM5-ECHO-G setup (mid-
dle panels) and by ECHO-G alone (bottom panels). Signif-
icance of these trends are tested with the non-parametric
Mann–Kendall test (assuming that the detrended residuals
are independent, which is a reasonable assumption at local
scales for interannual series) and indicated with black circles
in the figure. The trends in both models are similar, indicat-
ing that the long-term variability is tightly prescribed by the
driving model. Compared with the observations, both mod-
els clearly overestimate the final warming trend, especially
in winter and over the northern areas. The CRU database ex-
hibits a negative trend around the Baltic Sea, which is absent
in the simulations. Although these trends are not significant
due to the large variability in these areas (see Fig.6), there
are two physical explanations for this difference. On the one
hand, these simulations (both the global and regional models)
do not include the forcing due to anthropogenic tropospheric
aerosols. Thus, they do not take into account the increase in
aerosol concentrations that would affect the last part of the
simulation. This forcing, albeit with large uncertainties, is
believed to cause a net cooling (Andreae et al., 2005). On the
other hand, a great part of this overestimation of the warm-
ing trend in winter can be attributed to the increase of zonal
circulation produced by the driving model during this period.
This can be clearly seen in the NAO index (Fig.1). It has to
be noted that the long-term evolution of NAO, and thus other
related variables such as precipitation, is to a great extent
driven by internal variability (Gómez-Navarro et al., 2012;
Gómez-Navarro and Zorita, 2013), and thus an agreement

between observations and simulations cannot be expected,
even if the model were perfect. Similarly, Fig.9 represents
the trends simulated and observed for precipitation during the
20th century. Although the observation pattern is patchy, the
RCM exhibits a clear bipolar structure in winter, with larger
precipitation in northern Europe and lower in the south. This
bipolar structure is again traced back to the intensification of
the zonal circulation in the last part of the last century that is
not present in the observations.

Summarizing this section, the MM5-ECHO-G setup is
able to reproduce many aspects of the present climate in
Europe. Some biases compared to the CRU database are
found in the reference period, although they are within the
range of of other biases simulated by current state-of-the art
RCMs employed in climate change projections (Jacob et al.,
2007). In particular, winters tend to be too warm and wet, and
summers too cold. This underestimation of the annual cycle
seems to be related to an overestimation of the zonal flow in
the GCM, as well as to an overestimation of the precipitation
amount, mostly near the Mediterranean Sea in summer. How-
ever, the analysis of the trends during the 20th century shows
that the overestimation of zonal circulation is especially no-
ticeable in the last part of the simulation (when the forcings
are larger), which is the period employed here as validation.
Thus, the size of these biases is expected to be equal or even
smaller during the simulated past. Finally, it is important to
note that the simulation tends to underestimate the interan-
nual SAT variability compared to observations (see Fig.6),
and this can bear some relevance when comparing the vari-
ability of long-term series in the model and in proxy-based
reconstructions.

3.2 Probability distribution functions

In this section we analyse the probability distribution func-
tions (PDFs) of seasonal series of SAT and precipitation
over different areas. We emphasize the added value of the
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Fig. 6.Standard deviation of seasonal SAT series (in◦C) for the 1960–1990 period in winter (left panels) and summer (right panels) in CRU
(top panels). Panels below show the ratio between MM5 driven by ECHO-G and CRU (middle panels) and ECHO-G alone and CRU (bottom
panels). To perform the calculations, all datasets are spatially interpolated onto the MM5 grid, and only non-ocean grid cells are considered.
The significance of the ratio is tested through a two-tailedF test at the 95 % confidence level and it is indicated with small black circles in
the figure.

regional simulation, as well as identify where it is especially
noticeable.

Figure10 shows the PDFs of the seasonal series of SAT
for winter and summer during the 1900–1990 period as sim-
ulated by the GCM, the RCM and in the CRU dataset. For
this calculation, a longer period is considered to increase the
sample size and improve the representativeness of the PDFs.
Instead of spatially averaging the variables prior the calcula-
tion of the PDFs, we calculate them independently for every
grid point, and then average the PDFs for each area. In order
to avoid averages over too large areas, which would dilute
the added value of the RCM at regional scales, nine areas
are selected according to geographical guidelines (shown in
Fig. 2). Comparing the MM5 results with the observations

(blue and red lines, respectively), it is again apparent that
the RCM tends to overestimate winter temperature, espe-
cially in central and eastern Europe. The opposite behaviour
is found in summer, leading to the underestimation of the an-
nual cycle discussed above. The added value of the regional
simulations is illustrated by comparing GCM and RCM re-
sults (blue and green lines, respectively). Although the mean
temperature in the RCM is largely determined by the driv-
ing GCM, in most areas the regional model tends to nar-
row differences from the observations, especially when the
bias is large, as in the Balkan Peninsula in winter or Scandi-
navia in summer. There are, however, some areas where the
change introduced by the RCM is less significant, as in cen-
tral Europe, where the differences between the global and
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Fig. 7. Standard deviation of seasonal precipitation series (in mm month−1) for the 1960–1990 period in winter (left panels) and summer
(right panels) in CRU (top panels). Panels below show the ratio between MM5 driven by ECHO-G and CRU (middle panels) and ECHO-G
alone and CRU (bottom panels). To perform the calculations, all datasets are spatially interpolated onto the MM5 grid, and only non-ocean
grid cells are considered. The significance of the differences are tested through a two-tailedT test at the 95 % confidence level and it is
indicated with small black circles in the figure.

regional models are small. This lack of added value is ex-
plained by the flat orography of these regions, which ren-
ders the use of high-resolution simulations less important.
Finally, it is important to note that in some areas the bias
in the regional simulation increases, as in Turkey or eastern
Europe in summer. There is, however, no satisfactory expla-
nation for this unexpected behaviour. One aspect where the
RCM more clearly demonstrates its added value with respect
to the coarse-resolution GCM is its capability to reproduce
the shapes of the observed PDFs. In areas of complex to-
pography, like the Iberian Peninsula or the Alps, the GCM
is not capable of reproducing a realistic PDF (bimodal in the
first case and especially flat and skewed in the second), but

the RCM, although with a spatially averaged value tightly
driven by the GCM, is able to reproduce the main features
of these characteristic PDFs. However, it is worth noting that
the shape of these PDFs is not determined by the local vari-
ability, but by the spatial variability of temperature within
each region. Thus, the bimodality in the Iberian Peninsula in
summer, for instance, is not due to the interannual variability,
but to a bipolar behaviour of mean temperature in different
parts of this area. This is apparent when considering temper-
ature deviations from the long-term mean. When PDFs are
calculated from these anomalies series (figures not shown for
the sake of brevity) they do not show bimodality or skewness,
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Fig. 8. Trends (in K century−1) in the seasonal SAT series in the 1900–1990 period for winter (left panels) and summer (right panels) in
CRU (top panels) MM5 driven by ECHO-G (middle panels), and ECHO-G alone (bottom panels). To perform the calculations, all datasets
are spatially interpolated onto the MM5 grid, and only non-ocean grid cells are considered. The significance of the trends is tested through
the Mann–Kendall test, and it is indicated with small black circles in the figure.

and the range of the PDF generated by both models match
very well the observations.

Figure11 represents the PDFs for the seasonal precipita-
tion in the same nine areas as before. In winter, the overes-
timation of zonal circulation prompts ECHO-G to overesti-
mate precipitation regimes relative to the observations. The
RCM is able to partly correct these biases, reducing the over-
estimation of precipitation and narrowing differences with
the observations, specially in areas of complex topography
such as Turkey, the Alps or the Iberian Peninsula. However,
in areas where precipitation is strongly dominated by the
zonal flow, such as Scandinavia, or where the higher reso-
lution of the RCM does not result in a large difference due
to their flat orography, like eastern and central Europe, MM5

develops a similar climatology as the driving model, lead-
ing to an overestimation of precipitation also in the regional
model. In summer, both models reproduce the strong skew-
ness of precipitation PDF over dry areas, such as Turkey, The
Balkans or the Iberian Peninsula, although the RCM displays
a better performance in seasons with mean precipitation be-
low 20 mm month−1. In the rest of the areas, the MM5 clima-
tology is closer to observations, more noticeably in the right
tail of the distribution, where ECHO-G underestimates pre-
cipitation. As before, in central Europe there is no clear gain
from the high-resolution simulation.
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Fig. 9. Trends (in mm month−1 century−1) in the seasonal precipitation series in the 1900–1990 period for winter (left panels) and summer
(right panels) in CRU (top panels) MM5 driven by ECHO-G (middle panels), and ECHO-G alone (bottom panels). To perform the calcula-
tions, all datasets are spatially interpolated onto the MM5 grid, and only non-ocean grid cells are considered. The significance of the trends
is tested through the Mann–Kendall test, and it is indicated with small black circles in the figure.

4 Evolution of PDFs through the simulation

All climate change projections with state-of-the-art climate
models produce a warming trend during the 21st century,
and in some of them the warming trend is accompanied
by an intensification of different types of extreme episodes
(Christensen et al., 2007). Particularly for the same model
setup employed here,Gómez-Navarro et al.(2010) found
such widening of SAT distribution over the Iberian Penin-
sula under warming scenarios. Thus, a relevant question that
is addressed with this simulation is whether changes in the
probability distribution can be also identified in a palaeocli-
mate context. This is, whether the climate becomes more or

less spatially heterogeneous in different periods as a function
of the external forcing.

With this purpose, we calculate the PDFs of the seasonal
series of SAT and precipitation in significantly different pe-
riods to analyse their changes over time. We select a ref-
erence period in the last part of the simulation when the
anthropogenic forcing is more noticeable (1950–1990) and
two cold periods: the Late Maunder Minimum (1675–1715)
and the Dalton Minimum (1790–1830), characterized by re-
duced solar activity and the occurrence of important volcanic
events, respectively, as illustrated by Fig.1. PDFs are cal-
culated separately for the nine areas shown in Fig.2, and
with the same methodology as described in the former sec-
tion. Differences in the resulting PDFs for different periods
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Fig. 10. PDFs of seasonal series of SAT in the nine sub-areas of
Europe shown in Fig.2. The results for winter (left panels) and
summer (right panels) are presented for MM5, CRU and ECHO-
G. The horizontal axis shows the units of SAT in Celsius degree,
while the vertical indicates relative frequency in arbitrary units.

(not shown here for the sake of brevity) are tested with the
Kolmogórof–Smirnov test. The results demonstrate that de-
spite an obvious shift in the mean, the PDFs do not sig-
nificantly change their structure or amplitude, and present,
for both cold periods analysed, the same shapes depicted in
Figs.10and11 for each area.

Generalizing this, we further analyse whether the spatial
gradients remain constant through the simulation by calculat-
ing the evolution of the quantiles of the spatial distribution of
SAT and precipitation within each sub-region of Fig.2. The
results are shown in Figs.12 and13 for SAT and precipita-
tion, respectively. Shading represents the evolution of several
quantiles of the spatial distribution of each variable in a dif-
ferent sub-area, while the black line represents the median of
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Fig. 11. PDFs of seasonal series of precipitation in the nine sub-
areas of Europe shown in Fig.2. The results for winter (left pan-
els) and summer (right panels) are presented for MM5, CRU and
ECHO-G. The horizontal axis shows the units of precipitation in
mm month−1, while the vertical indicates relative frequency in ar-
bitrary units.

this distribution. These quantiles are calculated at annual ba-
sis, and separately for winter and summer. Finally, the series
are smoothed through a Hamming window of 30 time steps
to facilitate the visualization.

Regarding temperature, the first aspect to note is that there
are areas where the spatial gradient is particularly intense
(note that every graph has a different vertical scale), and
thus in these areas the gain obtained from the use of the
RCM is specially noticeable. The Alps for example, being
the smallest area of those considered here, is the one that
shows larger span, with a range between the 10 and 90 per-
centiles up to 8◦C in winter and 10◦C in summer. Scan-
dinavia also presents a large heterogeneity, related with the
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Fig. 12. Temporal series of SAT quantiles in the nine areas con-
sidered in Fig.2. The filled curves with different grey shading en-
compass the percentiles between 10 and 90 of the SAT field in each
time step, while the solid line represents the median. The series are
smoothed through a Hamming window of 30 time steps to empha-
sise the low-frequency variability and facilitate the visualization.

strong north–south gradient of temperatures, although in this
case the variability is larger in winter than in summer (10◦C
versus 7◦C). These two areas are also those where the cli-
mate variability is more intense, with differences in the me-
dian between the coldest and the warmest periods up to
3.5 and 2.5◦C in winter for Scandinavia and the Alps, respec-
tively. In contrast, central Europe is one of the areas where
the added value of the higher model resolution is less notice-
able, with spreads between the 10 and 90 percentiles smaller
than 4 and 3◦C for winter and summer, respectively, and dif-
ferences in the median between the warmest and coldest pe-
riod of about 1.4◦C in both seasons. In every area the MM5-
ECHO-G setup simulates the clear tendency toward warming
in the last part of the simulation. It is preceded by a strong
cold period around 1810, coincidental with an increase in the
number of volcanic events and lower solar activity (Dalton
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Fig. 13.Temporal series of precipitation quantiles in the nine areas
considered in Fig.2. The filled curves with different grey shading
encompass the percentiles between 10 and 90 of the precipitation
field in each time step, while the solid line represents the median.
The series are smoothed through a Hamming window of 30 time
steps to emphasise the low-frequency variability and facilitate the
visualization.

Minimum), which is especially noticeable in the summer se-
ries. However, the Late Maunder Minimum (1675–1715),
also a period with reduced solar activity, is hardly notice-
able in the temperature series and is rather embedded in the
longer cold period generally denominated as the Little Ice
Age. Regarding the question of whether the spatial hetero-
geneity responds to external forcing, the simulation seems to
indicate that this is not the case. As in the case of the PDFs
of the series around cold periods discussed above, the spatial
temperature range does not seem to be modulated by the shift
of the mean values.

Figure13 depicts the same information for precipitation.
Many of the conclusions derived for temperature can be ex-
tended to this variable as well. Despite variations in the mean
state in different periods, the spatial gradients are very sim-
ilar in different periods, retaining a rather constant spread
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along the simulation. However, the probability distribution of
this variable presents a strong positive skewness (which can
be appreciated in the asymmetry of the percentiles), which
makes the tails of the distribution behave asymmetrically in
some areas where the changes in the mean value are most
intense. This is apparent, for instance, in the asymmetric be-
haviour of the percentile trends in the distribution of win-
ter precipitation in Scandinavia or The British Isles, where
a large trend dominates the precipitation variability. The op-
posite behaviour is also found when the trend is negative,
like in winter precipitation in the Balkans or summer precip-
itation in the British Isles. Unlike SAT, there is not a clear
agreement in precipitation trends in the final simulated pe-
riod, when the influence of anthropogenic forcings is more
intense. Winter precipitation shows a clear negative trend in
areas such as Turkey, the Balkans or the Iberian Peninsula,
whereas it is positive in the British Isles and Scandinavia.
Similarly, summer trends are heterogeneous and show no
agreement among different areas (as already illustrated by
Fig. 9), which is a indication of the strong dependence of
this variable on the regional features of each area. In general,
the signal of the forcings is not apparent in these series, and
even the Dalton Minimum, which is clearly recognized in
the SAT series, is not noticeable here by a coherent signal of
increase or decrease of precipitation regimes. This different
behaviour, weakly modulated by the external forcings, is due
to the nature of this variable, strongly driven by internal vari-
ability at regional scales, as pointed out byGómez-Navarro
et al. (2012) in regional palaeosimulations for the Iberian
Peninsula.

5 Summary and conclusions

In this study we illustrate the added value of a high-resolution
climate simulation over Europe for the period 1500–1990, fo-
cusing the analysis on winter and summer seasons. Using the
observational dataset CRU as benchmark, the RCM is capa-
ble of generating a high-resolution realistic climatology for
SAT and precipitation over most areas of Europe in the ref-
erence period 1960–1990. The configuration employed here
has, however, some important biases which have to be con-
sidered when evaluating the reliability of the simulation. Two
biases are striking: the amplitude of the annual cycle of tem-
peratures is underestimated and there is an overestimation of
precipitation in northern Europe. This deficiency seems to be
related to the overestimation of the zonal circulation simu-
lated by the driving global model, a feature which is shared
by other state-of-the-art GCMs.

Still, the MM5-ECHO-G setup accurately reproduces the
variability of the seasonal series, especially its spatial struc-
ture, with a clear north–south gradient in winter tempera-
ture and a strongly orography-modulated precipitation pat-
tern. In general terms, the RCM tends to underestimate the

SAT variability, although part of this difference is attributed
to the higher spatial resolution of the observational dataset.

The comparison of the simulated and observed trends for
SAT and precipitation during the 1900–1990 period shows
that the RCM tends to overestimate the warming trend, espe-
cially in northern areas in winter. In particular, it simulates
a homogeneously positive trend, which is absent in the ob-
servations, showing instead a negative, although not statisti-
cally significant, trend in the north. There may be several rea-
sons for this difference. On the one hand, the simulation does
not include anthropogenic tropospheric aerosols as forcing.
It is well known that an important anthropogenic factor has
been the increase of tropospheric aerosols, whose net effect
is believed to produce a net cooling (Andreae et al., 2005).
A complementary explanation for these differences can be
found in the simulation of the circulation in the North At-
lantic area. ECHO-G simulates a strong trend in the NAO
index under anthropogenic forcing, which is absent in the
observations. This trend leads to a trend in the zonal flow in
northern Europe, which is consistent with the positive trends
of SAT and precipitation simulated over this area and with
the negative trends in winter precipitation in southern Eu-
rope. The relationship between the observed NAO trend and
the external forcing is by no means clear. Although most
models in the CMIP5 and CMIP3 ensemble simulate a pos-
itive NAO trend in the 21st century, driven by increasing
greenhouse gas forcing (Miller et al., 2006), the long-term
behaviour of the NAO in the 20th century, with negative
trend until 1975, positive thereafter until 1990, and nega-
tive until present does not suggest a strong effect of the
external forcing at decadal and longer time scales, as re-
cently demonstrated byGómez-Navarro and Zorita(2013).
The lack of agreement between observations and simulations
in the 20th century could then be just due to the uncorrelated
internal variability present in both.

We also compare the PDFs for SAT and precipitation dur-
ing the 1900–1990 period in the GCM, the RCM and in the
observations. The added value of the RCM stands out in this
analysis. The global model presents important biases, which
the RCM is partly capable of reducing, narrowing differences
with the observations. More importantly, the RCM is able to
reproduce the shape of PDFs, simulating its complex struc-
ture or even its bimodality in areas of complex topography,
such as the Iberian Peninsula or the Alps. It is noteworthy
however that in areas with less complex orography such as
central and eastern Europe, the added value of the RCMs is
less important, and the use of GCM data to compare with
climate reconstructions is a reasonable option.

Finally, we investigate the changes of PDFs in different
periods, finding that despite an overall shift, their statistical
properties barely change along the simulations. In particu-
lar, the variance of the distributions is not significantly re-
duced around cold periods such as the Dalton Minimum. This
seems to be in contradiction with findings in the context of
climate change projections, where an increased the spread in
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the PDFs is also projected (Christensen et al., 2007). How-
ever, it has to be noted that the increase of the forcings in
the future projections is much stronger than the amplitude
of forcing changes implemented in this palaeoclimate sim-
ulation. In any case this is a model result which has to be
contrasted with available climate field reconstructions. This
represents yet another form of cross-validation of climate re-
constructions and simulations, which takes full advantage of
the high resolution of the RCM. However, this comparison
will be performed in a follow-up paper.
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