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Abstract. Both proxies and models provide key resources
to explore how palaeoenvironmental changes may have im-
pacted diverse biotic communities and cultural processes.
While proxies are thought to provide the “gold standard”
in reconstructing the local environment, they only provide
point estimates for a limited number of locations. On the
other hand, models have the potential to afford more exten-
sive and standardized geographic coverage of multiple bio-
climatic variables. A key decision when using model out-
put is the appropriate geographic resolution to adopt; mod-
els are coarse scale, in the order of several arc degrees, and
so their outputs are usually downscaled to a higher resolu-
tion. Most publicly available model time series have been
downscaled to 30 or 60 arcmin, but it is unclear whether such
resolution is sufficient for certain applications like species
distribution models or whether this may homogenize envi-
ronments and mask the spatial variability that is often the
primary subject of analysis. Here, we explore the impact
of increasing the resolution of model output from 30 to
5 arcmin using the delta-downscaling method, which inter-
polates and applies the long-term difference between past
and present model datasets to a higher-resolution grid of ob-
served present-day climate. We seek to determine to what
extent further downscaling captures climatic trends at the site

level through direct comparison with proxy reconstructions,
evaluating different versions of the output from the HadCM3
Global Circulation model for annual temperature, mean tem-
perature of July, and annual precipitation against a large em-
pirical dataset of pollen-based reconstructions from across
the Northern Hemisphere. Our results demonstrate that mod-
els tend to provide broadly similar accounts of past climate
to that obtained from proxy reconstructions, with coherence
tending to decline with age and at higher altitudes. However,
our results imply that using the delta method to downscale to
a very fine resolution has a minimal net effect on the coher-
ence of model output with pollen records in most cases. Op-
timal spatial resolution is therefore likely to be highly depen-
dent on specific research contexts and questions, with careful
consideration required regarding the trade-off between high-
lighting local-scale variations and increasing potential error
via unreliable interpolation.

1 Introduction

Realistic reconstructions of global palaeoclimates are vital
for modelling long-term evolutionary and ecological pro-
cesses in fields like evolutionary biology, palacoecology,
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palaeontology, and archaeology. Proxy records, such as those
derived from pollen or other biomarkers, tend to be the pre-
ferred method for characterizing past environments at spe-
cific locations; however, in order to extrapolate beyond the
individual core sites and across wider regions, often it is
necessary to rely on modelled or simulated climatic con-
ditions. Recently, the production of high-resolution simula-
tions, characterizing climatic variables across vast time pe-
riods, has allowed for the production and analyses of time
series similar to those produced using proxy data (e.g. Ford-
ham et al., 2017; Armstrong et al., 2019; Holden et al., 2019;
Beyer et al., 2020a; Brown et al., 2020; Karger et al., 2023;
Krapp et al., 2021; Timmermann et al., 2022). Openly acces-
sible simulated datasets, such as those published by Beyer
et al. (2020a), Krapp et al. (2021), Yun et al. (2023), and
Barreto et al. (2023), and associated toolkits (e.g. the analyt-
ical package pastclim for manipulating and extracting mod-
elled data; Leonardi et al., 2023), are particularly useful for
scientists interested in Pleistocene and Holocene timescales,
facilitating continuous-time analyses at a high spatial reso-
lution across a wide range of applications, such as habitat
and species distribution modelling (SDM) and the quantita-
tive analysis of climate change in relation to spatiotemporally
diverse biological and behavioural phenomena (e.g. Beyer et
al., 2021; Padilla-Iglesias et al., 2022; Blinkhorn et al., 2022;
Timmermann et al., 2022; Leonardi et al., 2022; Zeller and
Timmermann, 2024; Mondanaro et al., 2025).

Proxy data, while allowing for detailed reconstructions of
climatic conditions through time, are rarely in direct asso-
ciation with archaeological or palaeontological sites, nor do
they consistently provide an absolute, linear, and standard-
ized representation of past climate across large geographic
areas. In this sense, they often provide relative estimates of
past climate, an issue highlighted in a synthesis of eastern
African Late-Middle Pleistocene climate records by Tim-
brell et al. (2022), demonstrating that different proxy records
— even from within a relatively spatiotemporally restricted
region — can provide alternate ideas of relative “humidity”.
This is the result of the diverse nature of the data employed
(i.e. pollen, lake sediments, ice cores etc.), which record cli-
mate in an inconsistent way that typically cannot be articu-
lated as the bioclimatic indicators and environmental param-
eters that are routinely in species distribution models (SDMs)
(e.g. Beyer et al., 2021; Blinkhorn et al., 2022; Leonardi et
al., 2022). Model output has the potential to overcome these
shortfalls, providing tangible values for parameters such as
temperature, precipitation, and a range of derived bioclimatic
indices (e.g. Hijmans et al., 2005), that are consistent across
variables for a more complete account of climatic conditions.
Models additionally offer much wider spatial coverage of
the landscape that can be directly related to specific study
sites and the palaeoclimatic differences between them. How-
ever, the integration of modelled climate with proxy data
is not straightforward. For example, using simulations at a
coarse resolution can produce biases when compared to on-
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site proxies due to the underlying complexity of the physi-
cal landscape, particularly in coastal and topographically di-
verse regions (Maraun and Widmann, 2018). Resultant dif-
ferences can be in the order of several degrees for tempera-
ture and tens of percent for precipitation, which could lead to
substantially different biome classifications and estimations
of ecologies experienced (Kottek et al., 2006). Such varia-
tions can have important implications for the diverse fields
employing model output for the reconstruction of past and
present species distributions, dispersal and extinction pro-
cesses, and biogeographic patterns.

High-resolution simulations of multiple time slices are of-
ten desired by consumers of model output yet difficult to
obtain due to computational costs. For example, dynami-
cal downscaling allows for the detailed description of pro-
cesses in the climatic system and can improve the captur-
ing of localized climatic conditions (Rummukainen, 2016;
Strandberg et al., 2023); however this method is rarely ap-
plied in fields like palacoecology and archaeology, particu-
larly when a large number of time steps are required. Most
of the recently produced time series of palaeoclimate out-
puts have been downscaled from the native resolution of the
models (usually in the order of 2 or 3 arcdeg) to a higher
resolution of 30 arcmin using statistical methods (Fordham
et al., 2017; Beyer et al., 2020a; Krapp et al., 2021; Zeller
and Timmermann, 2024; Mondanaro et al., 2025) as these
approaches can be more easily applied to several time pe-
riods. Within statistical downscaling, different methods ex-
ist to increase the spatial resolution of model simulations;
these include the delta method, generalized additive models
(GAMs), and quantile mapping. These are all aimed at min-
imizing biases in models, characterized as differences in sta-
tistical distributions between observed and simulated series.
Analyses by Beyer et al. (2020b) comparing debiased simu-
lation data and empirical reconstructions at 30 min resolution
indicate the effectiveness of the delta method, which gener-
ally produced the most accurate simulation, though with sub-
stantial spatial and temporal variation in model performance.
To debias simulations, delta downscaling uses a map of lo-
cal differences between observed and modelled values in the
present day to correct for bias in the past (Maraun and Wid-
mann, 2018). In this sense, the method assumes that biases
are location specific and constant over time. Delta downscal-
ing can account for some climatic variations in relation to
the underlying landscape, such as capturing some of the ef-
fects of topography on temperature and rainfall, which can
be useful in certain analyses of past processes and dynamics.

As a community, we are becoming increasingly aware of
issues related to the scale and resolution of climate vari-
ables, yet it is currently unclear what level of downscaling
is desirable for applications like SDM. Indeed, the ODMAP
(Overview, Data, Model, Assessment, Prediction) protocol
stresses the importance of spatial resolution and extent of
environmental predictors, as well as processing and scal-
ing (Fitzpatrick et al., 2021), yet there is still no universally
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agreed upon pipeline for SDM to help determine when down-
scaling may be important. Recently a resolution of 1 km was
obtained for the TRACE21K simulations using the CHELSA
algorithm (Karger et al., 2023), interpolating very high res-
olution climate for every 100 years for the last 21 kyr. Some
studies support that much finer-scale simulations have higher
predictive power in SDMs of modern populations (Chau-
vier et al., 2022; Ozdemir, 2024), though whether such ac-
curacy can be extended to predicted distributions in the past
or future is unclear, particularly due to the assumptions of
the delta-downscaling method that local biases remain con-
stant through time (Franklin et al., 2015). Proxies offer a
more localized account of climate in certain places, yet they
too can be associated with high degrees of uncertainty, aris-
ing from multiple sources. Nonetheless, determining model
agreement with empirical reconstructions from proxies re-
mains a widely applied method for ground-truthing climate
model output.

Previous studies have produced varied results when com-
paring the climatic time series produced by model simula-
tions with proxy-based reconstructions. Some find that simu-
lations and reconstructions reproduce similar major changes
in temperature at large spatial scales (Ferndndex-Donado et
al., 2013; Zhu et al., 2019), whilst others suggest divergence
(Laepple and Huybers, 2014; Rehfeld et al., 2018). A re-
cent meta-analysis by Laepple et al. (2023) found that stud-
ies in the Northern Hemisphere (where data are more abun-
dant) have mixed results, suggesting potential areas of mis-
match at local and regional scales. These authors suggest that
shortcomings in both model simulations and proxy recon-
structions may contribute to this divergence with models be-
ing less efficient at simulating local and regional temperature
variability at relatively long timescales and methods of tem-
perature reconstruction from proxies facing systematic defi-
ciencies, though stronger emphasis is placed on the former.
Strandberg et al. (2022) conversely suggest that comparisons
between models and proxies are mostly limited by the large
errors associated with proxy data.

Given the ever-increasing demand to produce more ac-
curate models of past climate across extended time frames,
we tested whether downscaling climatic models from a rela-
tively coarser (30 min) to a higher resolution (5 min) leads to
increased agreement with empirical reconstructions of past
climate from proxies. We applied a new suite of functions
in the pastclim R package (Leonardi et al., 2023) for delta-
downscaling model output. We performed model-data com-
parisons with directly downscaled HadCM3 outputs from
Huntley et al. (2023), which is an updated version of that
used to generate Beyer et al. (2020a), as well as the model
time series from Beyer et al. (2020a). We have provided an
assessment of the 2592 Northern Hemisphere records for the
last 30 kyr available from LegacyClimate 1.0 (Herzschuh et
al., 2023), a pollen-based database reconstructing past annual
temperature and precipitation and July temperature, which
can be directly compared to variables from these model out-
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puts at varying spatial resolution. Our work has quantified
the average divergence between the time series produced us-
ing modelled climate at varied spatial resolution and method
of proxy reconstruction, with our results ultimately endors-
ing the use of model output in the absence of high-resolution
proxies, though with careful consideration as to the most ap-
propriate resolution for analysis.

2 Materials and methods

2.1 Climate models

To test the impact of delta downscaling at different resolu-
tions, we used two time series of model simulations. The first
one is a set of raw temperature and precipitation outputs from
the HadCM3 Global Circulation Model, at their native reso-
lution of 3.275 x 2.5 arcdeg taken from Huntley et al. (2023).
We consider a set of simulations in which the HadCM3 was
run with appropriate boundary conditions for the last 120 kyr
at 200-year intervals (the original set in that paper covered
the last 800 kyr). The second model series comes from Beyer
et al. (2020a) within the pastclim R package (Leonardi et
al., 2023). This is based on an older series of runs of the
HadCM3 Global Circulation Model (Singarayer and Valdes,
2010; Singarayer and Burrough, 2015; Valdes et al., 2017)
for the last 120 kyr, in 72 snapshots (2000-year time steps be-
tween 120 kyr and 22 kyr BP; 1 kyr time steps between 22 kyr
BP and the pre-industrial modern era). As in the other set,
the original model output of HadCM3 had a grid resolution
of 3.75 x 2.5 arcdeg.

These outputs were first downscaled using a series of
runs of the higher-resolution HadAM3H model, available at
1.25 % 0.83 arcdeg for the last 21 kyr in nine snapshots (2000-
year time steps between 12 kyr and 6 kyr BP; 3 kyr time steps
otherwise) using an approached termed dynamic delta down-
scaling by Beyer et al. (2020a). This method consists of gen-
erating a set of delta matrices based on the few time steps
for which outputs were available from both HadCM3 and
HadAM3H and then using these matrices to downscale each
time step in the full set by using a weighted interpolation of
the two closest delta matrices based on CO; (see Beyer et
al., 2020a, for details). This approach takes advantage of the
higher resolution of local dynamics captured by HadAM3H,
which is computationally too expensive to be run for all time
steps. These outputs were then debiased and downscaled in
Beyer et al. (2020a) to 0.5 x 0.5 arcdeg with the delta method
using the Climate Research Unit Global Climate Dataset
(CRU) as the modern climatic reference (Mitchell and Jones,
2005).

For this study, we delta-downscaled and debiased these
two model outputs to a resolution of both 30 and 5 arcmin
using modern observation from WorldClim2 (Fick and Hij-
mans, 2017). For the Beyer et al. (2020a) model, as it was
already at 30 arcmin, the delta downscaling at this resolu-
tion gives us a debiased version based on WorldClim?2 rather
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than CRU. We used a global relief map from ETOP0O2022
(NOAA National Centers for Environmental Information,
2022) to reconstruct past coastlines following sea level
change (Spratt and Lisiecki, 2016). We selected WorldClim2
as the modern reference as the transfer functions used in the
LegacyClimatel.0 dataset were also derived from this dataset
(at 30 min resolution), allowing us to control for the effects
of the modern data used for debiasing on our results. All
data manipulations were done using the R package pastclim
(Leonardi et al., 2023).

Downscaling was performed one monthly variable at a
time (i.e. January temperature) by taking the coarse simu-
lations from Beyer et al. (2020a) and Huntley et al. (2023)
with the corresponding set of high-resolution modern sim-
ulations from WorldClim2 (Fick and Hijmans, 2017) and
equally high-resolution global relief map (NOAA National
Centres for Environmental Information, 2022). Through in-
tegrating both bathymetric and topographic values for mask-
ing sea level changes, a delta raster was computed, adding
the difference between past and present-day simulated cli-
mate to present-day observed climate, following Beyer et
al. (2020a) and Krapp et al. (2021) The delta method there-
fore assumes that local (i.e. grid-cell-specific) model biases
are constant over time (Maraun and Widmann, 2018). The re-
sulting matrix only covers the land extent at the present. We
then expanded this matrix to reach the largest land extent in
any of the times steps under consideration using an inverse-
distance-weighted interpolation. For most of the world, at the
resolution of 30 and 5 arcmin, this only requires interpolating
a small number of cells away from the coastline; for higher
resolutions, other interpolating algorithms might be more ap-
propriate. We note that the delta downscaling can also be ob-
tained by creating first the difference between model outputs,
which is then applied to the observational model. However,
such a direction is more computationally expensive, as the in-
terpolation outside the coastlines would have to be repeated
for each time step.

For temperature variables, the bias in a geographical loca-
tion x (a cell with a given latitude and longitude) is given by
the difference between present-day observed Tops (x,0) and
simulated Ts?m (x, 0) temperature, interpolated to the desired
higher-resolution grid via bilinear interpolation. Downscaled
temperature (TS?H? ) in x at time ¢ is thus estimated as

TEP (x,1) 1= TS (x, 1) + (Tobs (x,0) = T (x,0)). 1)

sim sim sim

Precipitation is lower bounded by zero and covers differ-
ent orders of magnitude across different regions compared to
temperature. Multiplying rather than adding the bias correc-
tion is common when applying the delta method for precipi-
tation, which corresponds to applying the simulated relative
change to the observations (Maraun and Widmann, 2018).
However, this method can therefore be hypersensitive in dry-
lands, leading to overprediction of precipitation (and thus
exacerbating the “drizzling” bias of GCM). We have there-
fore adopted an additive approach for precipitation, analo-
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gous to the one used for temperature, with clamping within
the range of observed maximum and minimum for current
climate (Beyer et al., 2020a; Huntley et al., 2023). Like tem-
perature, downscaled precipitation is estimated as

P (0, 1) 1= P&, (x, 1) + (Pops (x,0) = PS, (x.0)) . (2)

sim sim

The resulting monthly datasets were then utilized within
the pastclim framework to recompute the 17 bioclimatic vari-
ables available in the original dataset (Supplement Table S1),
with mean annual temperature (bio0O1), mean temperature of
the warmest quarter (biol0), and total annual precipitation
(bio12) extracted here for further analysis given their rele-
vance to the variables captured by the proxy reconstructions
employed.

Interpolating over small spatial extents can lead to the in-
troduction of artefacts due to the application of inverse dis-
tance weighted interpolation, which takes information from
neighbouring cells to produce high-resolution reconstruc-
tions (Beyer et al., 2020b). Given the wide spatial distri-
bution of the proxy dataset, we thus performed downscal-
ing for the entire world for all of the time steps available
in Beyer et al. (2020a) and the HadCM3 GCM (Huntley
et al., 2023) for the last 120kyr. The global downscaled
bioclimatic variables have been made available on Zenodo
(https://doi.org/10.5281/zenodo.7828453, Timbrell, 2025b)
for future use. Figure 1 shows the different climatic mod-
els tested in this research for both the present day and the
Last Glacial Maximum (LGM) and the geographic coverage
of the proxy records.

2.2 Proxy reconstructions

We employed the LegacyClimate 1.0 proxy dataset by
Herzschuh et al. (2023) for direct validation of the model
outputs. Mean annual temperature (7an,), mean July tem-
perature (Zjuly), and total annual precipitation (Pan,) were
reconstructed from fossil pollen data using the weighted-
averaging partial least squares (WA-PLS) and modern ana-
logue technique (MAT) methods, both of which are widely
used and generate similar time series, though each method’s
performance varies in response to various factors, such as
the quality and diversity of the calibration data, the time in-
terval to be reconstructed, and the resolution of the pollen
data (Sweeney et al., 2018; Birks et al., 2010; Chevalier et
al., 2020). In LegacyClimate 1.0, the diverse pollen records
are handled consistently through merging taxa into high-level
harmonized taxonomic groups, increasing the possibility of
matching modern climate analogues and fossil datasets. Its
geographic coverage across the Northern Hemisphere is also
much larger than other databases (e.g. Mauri et al., 2015;
Marsicek et al., 2018; Routson et al., 2019). Our use of a sin-
gle database, reconstructing climate based on a single proxy,
reduces inter-site variability resulting from the type of data
utilized and allows the generation of analogous climatic pa-
rameters with direct relevance to bioclimatic variables avail-
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Figure 1. Site locations of proxy records studied in this analysis (left), against mean annual temperature (bio0O1) from the different model
outputs for the present day and the Last Glacial Maximum (LGM), manipulated within pastclim (Leonardi et al., 2023). Land mass in each
time slice is masked by global ice sheets (plotted in white) and predicted sea level.

able in the Beyer et al. (2020a) model; Tann, Tjuly and Pann
from LegacyClimatel.0 are the equivalent bioclimatic vari-
ables to bio01, bio10, and bio12 from HadCM3 GCM (Hunt-
ley et al., 2023) and Beyer et al. (2020a) model time series,
which are standardly used in climatic modelling.

To facilitate comparison between the proxy reconstruc-
tions and the model outputs, we interpolate each proxy record
via bilinear interpolation to the equivalent chronological res-
olution of the climatic models to enable quantification of
differences between the time series; interpolating to regular
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time intervals ensures that periods of particularly dense sam-
pling in the original cores do not exert undue influence on
the results. For this, we extracted the climatic values from the
model at the coordinates of the proxy site for the time steps
captured in the proxy record. Following data cleaning, we
retain 2385 records from LegacyClimate1.0. One record was
removed as it did not have any proxy data associated with the
MAT method (ID Dataset: 100127), a further 25 were omit-
ted due to a lack of consistent time steps in the models be-
ing available, and an additional 170 records were removed as
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they fall under the cropped sea level of the models. The latter
includes some proxy sites that are located on small islands
not captured by the model or within lake margins. Table 1
summarizes the proxy records and climatic model outputs
studied in this research.

2.3 Analysis

To quantify the differences between time series, we calcu-
lated the bias, root mean square error (RMSE), and nor-
malized RMSE (NRMSE). The RMSE measures the coher-
ence between the model simulations and the proxy recon-
structions, whilst the bias (calculated as the mean residual)
highlights whether the coarse or downscaled model overes-
timates (positive values) or underestimates (negative values)
the proxy records. Standardizing the RMSE using the mean
allows us to compare the coherence between variables. The
bias can also be considered per proxy record to show which
areas are over- or underestimated for any given variable,
facilitating comparability. Considering that downscaling to
higher resolutions is thought to capture spatial variations in
climate, we tested the statistical significance of differences
in model-data coherence between lower-resolution (30 min)
and higher-resolution (5 min) models, using a standard sig-
nificance threshold of p < 0.05 via the Kruskal-Wallis non-
parametric test. We also calculated the proportion of proxy
records (reconstructed using the MAT and WA-PLS meth-
ods) that show higher RMSE with 30 min models compared
to 5min models. Instances where the proportion is higher
than 0.5 highlight a positive net effect of downscaling on
model—-data coherence.

These analyses allow us to evaluate the coherence between
the output of the climate models and the reconstructions
of specific climatic parameters from proxy data, depending
on geographic region, Marine Isotope Stage (chronology),
method of climate reconstruction employed in the proxy
datasets (MAT versus WA-PLS), elevation of site location
(with sites above 1500 m above sea level analysed as a sub-
set), and topographic roughness (defined as the energetic cost
of movement; see Sect. S1 in the Supplement), with areas
that require over 200Jm~! to transverse deemed to have
“high roughness”). All these factors could potentially impact
the articulation between the climatic model outputs and the
proxy records.

3 Results

Figure 2 highlights a sample of non-interpolated time series
from proxy sites across the geographic span of the Lega-
cyClim1.0 dataset, demonstrating the coherence through
time between different models and empirical reconstructions
(WA-PLS and MAT) of the three climatic parameters (annual
temperature, July temperature, and annual precipitation). Our
results show that overall proxy reconstructions and model
simulations tend to highlight very similar climatic trends
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across variables, with average bias across all comparisons
for both annual and July temperature time series falling un-
der 1°C and annual precipitation less than 40 mm (Fig. 2,
Appendix A Tables A1-A3). Considering the NRMSE, the
most divergent variable on average is mean annual tempera-
ture, particularly for the output of the HadCM3 30 min model
(Appendix A Tables A1-A3). This result contrasts with other
large-scale studies (Bartlein et al., 2011), potentially due
to the assumptions made for the proxy reconstructions em-
ployed that modern analogues should be utilized from within
2000km around each site. Precipitation should be less af-
fected given that it is more variable through space; however
temperature tends to be much more autocorrelated, mean-
ing that much colder/warmer temperatures occurring in the
past may not occur within these geographic limits. We find
that time series of annual precipitation and July tempera-
ture show consistently lower NRMSE values than mean an-
nual temperature across our model-data comparisons (Ap-
pendix A Tables A1-A3). These two variables also show
highly comparable results between different versions of the
model outputs, even at varying spatial resolution and when
using different modern reference datasets for downscaling
(Appendix A Tables A2—-A3). The output from the Beyer et
al. (2020a) 30 min model (CRU) shows the most consistent
net positive effect of downscaling (Table S1), probably due
to the difference in modern reference data used for debias-
ing. However, the overall difference in coherence between
the two resolutions of both outputs is judged as minimal for
all three variables, particularly when controlling for the mod-
ern dataset (Appendix A Tables A1-A3), as none of the sub-
sets of model—data comparisons highlighted statistically sig-
nificant differences between models at 30 and 5 min resolu-
tion (Table S1).

Our results based on all of the comparisons in the dataset
highlight that the 30 min model time series of annual tem-
perature from Beyer et al. (2020a) debiased using CRU
as the modern reference tends to estimate slightly lower
temperatures than those produced by proxy reconstructions
(as highlighted in the negative bias results reported in Ap-
pendix A Table Al). All other model outputs debiased us-
ing WorldClim2 (WC) at both 30 and 5 min resolution con-
trastingly tend to predict higher annual temperatures com-
pared to proxy records. For the HadCM3 model output, the
model—data coherence is not significantly different between
the 30 and 5 min model, with less than half of the proxy
records seeing improvement in coherence in the 5 min model
(49 % MAT method, p =0.4904: 46 % WA-PLS method,
p = 0.4961; Table S1). Similarly, annual temperature time
series from the Beyer et al. (2020a) 30 min (CRU) sim-
ulations tend to have more error in only around half the
records compared to the higher-resolution version, at 51 %
(MAT method, p =0.4904) and 50 % (WA-PLS method,
p =0.4961) of proxy sites, with the Beyer et al. (2020a)
30 min (WC) having more error in slightly less than half of
records compared to the Beyer et al. (2020a) 5 min model, at
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Table 1. Summary of the proxy records selected from the LegacyClimate 1.0 (Herzschuh et al., 2023) and the model outputs (Beyer et al.,
2020a; Huntley et al., 2023) selected for analysis of mean annual temperature (bioO1, Tann), mean July temperature (biol0, Tjyyy), and total

annual precipitation (biol2, Panp).

Regions Nlcell Type of data Climatic ~ Time Time Meanfreq.  Reference (and DOI)
size vari- min max  of records
ables (1 kyr (1kyr (years)
ex- ago) ago)
tracted
Legacy  Asia East 2385 Pollen Tann 0 30 670 Herzschuh et al. (2023), Sci. Data,
Cli- North proxy reconstructions  Tjyly (https://doi.org/10.5194/essd-15-
mate America sites Pann 2235-2023)
1.0 West North
America
Europe
HadCM3 Global 30 and Simulations, BioO1 0 120 1 kyr until Huntley et al. (2023), J. Biogeogr.,
Global 5 min debiased and Biol0 23 kyr ago (https://doi.org/10.1111/jbi.14619)
Circu- grid downscaled Biol2 and then
lation cells using every 4 kyr
model WordClim2
(this paper)
Beyer Global 30 and Simulations, BioO1 0 120  1000/2000 Beyer et al. (2020a), Sci. Data,
etal. 5 min debiased and Biol0 (https://doi.org/10.1038/s41597-
(2020a) grid downscaled Biol2 020-0552-1)
statistics- cells using CRU
based (original) and
simula- WordClim2
tions (this paper)

only 49 % (MAT method, p =0.4904) and 47 % (WA-PLS
method, p = 0.4961) (Table S1).

Whether models tend to predict higher or lower precipi-
tation compared to proxy reconstructions varies for differ-
ent subsets of the data, though negative bias is particularly
prominent in the 30 min model outputs compared to the 5 min
equivalents (Appendix A Table A2). However, again, the
overall difference in performance between the two resolu-
tions is marginal for both model time series. Model-data co-
herence for annual precipitation is not significantly different
between the 30 and 5 min HadCM3 model outputs, with less
than half of the records (49 %) returning higher RMSE at the
coarser resolution (MAT and WA-PLS method, p = 0.4943
and p =0.4961; Table S1). Annual precipitation time se-
ries from the Beyer et al. (2020a) 30 min model (CRU) have
more error in 55 % of records (MAT method and WA-PLS
methods, p = 0.4923 and p = 0.4961 respectively) than the
higher-resolution version (Table S1), whereas the Beyer et
al. (2020a) 30 min model (WC) shows higher RMSE in 48 %
of time series (MAT and WA-PLS methods, p = 0.4936 and
p =4961) (Table S1).

Models of mean temperature of warmest quarter almost al-
ways slightly underestimate temperatures compared to proxy
reconstructions of mean July temperature, regardless of res-
olution (Appendix A Table A3). This could be linked to the
slight discrepancy in the climatic parameter being captured

https://doi.org/10.5194/cp-21-1185-2025

between the models and the proxies. The average differ-
ence in model-data coherence between the two spatial res-
olutions is not statistically significant for either the HadCM3
or the Beyer et al. (2020a) model output, with the July tem-
perature time series from the Beyer et al. (2020a) 30 min
model (CRU) showing less coherence in 58 % (MAT method,
p =0.4904) and 56 % (WA-PLS method, p =0.4961) of
proxy reconstructions when compared to that from the Beyer
et al. (2020a) 5 min model (WC), although again the Beyer
et al. (2020a) 30 min model (WC) shows higher error in
less than half of the proxies (47 %, MAT method, p =
0.4904, WA-PLS method, p = 0.4961) (Table S1). Results
for the HadCM3 output mirror those of WC-debiased Beyer
et al. (2020a) models closely (49 % for the MAT method,
p = 0.4904, and 47 % for the WA-PLS method, p = 0.4961).

3.1 Regional differences

As highlighted in Fig. 3 and Figs. S1-S2 in the Supplement,
our results demonstrate some key differences between re-
gions. Firstly, for annual temperature, average bias in Eu-
ropean records is positive, suggesting that the model out-
put in this region tends to overestimate temperatures com-
pared to proxy records, whereas for all other regions annual
temperature bias is negative (Appendix A Table Al). Asia
and Europe have the highest NRMSE (indicating the high-
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Figure 2. A sample from each regional group of simulated mean annual temperature (left), mean July temperature (middle), and total annual
precipitation (right) time series, comparing different model outputs (solid lines) and corresponding non-interpolated proxy reconstructions

from LegacyClimate 1.0 (Herzschuh et al., 2021) (dashed lines).

est divergence between proxy records and model outputs)
for annual temperature in the Beyer et al. (2020a) 30 min
model output (CRU) (Appendix A Table Al, Fig. S1). How-
ever, Asia sees higher model-data coherence in both types
of 30 min (WC) model outputs compared to their equiva-
lent downscaled 5 min (WC) outputs, whereas the HadCM3
30 min model output produces very high NRMSE for Euro-
pean records (Appendix A Table Al; Fig. S1). Downscaling
the HadCM3 model output for annual temperature to a 5 min
resolution has a positive impact on average coherence in Eu-
rope (Appendix A Table Al; Fig. S1), although this effect is
reflected in less than half of the pair-wise comparisons (Ta-
ble S1). In East North America, average model-data coher-
ence is improved by downscaling in the HadCM3 model out-
put for annual temperature; however the Beyer et al. (2020a)
5 min model output has higher NRMSE than the equivalent
30 min model outputs (Appendix A Table Al; Fig. S1). In
West North America, the Beyer et al. (2020a) 30 min (WC)
and 5 min (WC), as well as the HadCM3 5 min (WC), model
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outputs for annual temperature are more coherent with the
proxy records than the Beyer et al. (2020a) 30 min (CRU)
model and the HadCM3 3 min (WC) model outputs, with lit-
tle difference between the two resolutions for the Beyer et
al. (2020a) model debiased with WC (Appendix A Table Al;
Fig. S1).

Average model—data bias for precipitation varies region-
ally, with Europe, West North America, and East North
America showing consistently negative bias, suggesting that
the models underestimate rainfall in these regions (Ap-
pendix A Table Al; Fig. S1), in contrast to Asian localities
where often average precipitation bias is positive. Model-
data coherence for precipitation is highly similar across dif-
ferent resolutions of model output debiased using WC for
East North America and Europe, whereas Asia and West
North America have less coherence with proxy records in
the Beyer et al. (2020a) CRU 30 min model and the Beyer
et al. (2020a) 5 min model (Appendix A Table A2; Fig. S1).
Precipitation proxy reconstructions from West North Amer-
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ica show the highest NRMSE with the HadCM3 outputs,
whereas for Asia the highest NRMSE model-data compar-
ison is the Beyer et al. (2020a) CRU model, followed by the
HadCM3 outputs (Appendix A Table A2; Fig. S1)

July temperatures have negative model-data bias for
all regions except in Asia for the WC-debiased Beyer et
al. (2020a) 30 and 5min model output (Appendix A Ta-
ble A3; Fig. S1). In West North America, NRMSE is higher
in the HadCM3 model outputs compared to that from Beyer
et al. (2020a), with no differences between resolutions in the
latter (when debiased using WC) and a slight improvement in
coherence due to downscaling in the former (Appendix A Ta-
ble A3; Fig. S1). There is no difference in average NRMSE
between resolutions of model output for July temperatures
in East North America, apart from the Beyer et al. (2020a)
30min (CRU) model which has higher model-data diver-
gence (Appendix A Table A3; Fig. S1). In Asia, downscal-
ing the Beyer et al. (2020a) 30 min (WC) and the HadCM3
model output improves coherence, whereas in Europe these
higher-resolution model outputs lead to slight decreases in
coherence (Appendix A Table A3; Fig. S1).

Figures 3 and S2 highlight these spatial heterogeneities
in bias across the Northern Hemisphere, which could have
many potential different sources, i.e. geographic variation
in the performance of the model outputs, the quality of the
present-day calibration data for LegacyClimatel.0 or the
modern reference used for debiasing, and/or the impact of
confounding variables on the pollen—climate relationships.
The East North American subset of proxy reconstructions
appears to be the most coherent with the model outputs, gen-
erally showing the lowest NRMSE values across all variables
(Appendix A Tables A1-A3; Fig. S1). Europe tends to show
the lowest proportion of records where error is higher in the
coarser models (30 min) compared to the higher-resolution
models (5min), with downscaling having the strongest im-
pact on model-proxy divergence in East and North Amer-
ica, particularly when compared to the Beyer et al. (2020a)
30 min model (CRU) (Table S1). Regions showing the least
coherence vary depending on the climatic parameter, with
Asia and East North America having the highest RMSE val-
ues for annual temperatures (Appendix A Table Al; Fig. S1),
Asia and West North America for precipitation (Appendix A
Table A2; Fig. S1), and East North America for July temper-
atures (Appendix A Table A3; Fig. S1). Overall, no region
shows a statistically significant difference in model-data co-
herence between models of different resolutions (Table S1
and Fig. S1). Indeed, often the coarser models have a higher
proportion of proxy records with lower error than the 5 min
models (Table S1), particularly in Europe and Asia, suggest-
ing higher resolutions could simply be adding noise in many
scenarios.
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3.2 Effects of landscape heterogeneity

Downscaling model outputs to a very high resolution is of-
ten performed to account for smaller-scale landscape features
that can locally impact climatic conditions, such as topogra-
phy and coastlines (Fig. 4). Figure 4 highlights these effects
of increasing model resolution in different areas of varying
landscape complexity; for example, in the Pittsburgh Basin
(which is inland and flat) there is little change in the climate
signal captured at proxy sites (white circles) following down-
scaling, whereas in southern Italy and the Qilian Mountains,
downscaling captures more localized details in climates as-
sociated with landscape-level variations. Proxy records at
higher elevations and topographic complexity may therefore
be expected to show stronger coherence with the higher-
resolution models compared to those at relatively lower res-
olution.

However, our analysis presents mixed results; for example,
for annual temperature, subsets of proxy records at higher al-
titudes and in regions of higher topographic roughness both
have higher NRMSE for the 30 min HadCM3 model com-
pared to the equivalent 5 min version for the MAT method,
yet for the WA-PLS method downscaling this output in-
creases NRMSE for records in areas of higher roughness
(Appendix A Table Al; Fig. S3). Similarly, a negative ef-
fect of downscaling on model—data coherence for locations
of high roughness is observed for the Beyer et al. (2020a)
30min model output (WC) for both the MAT and WA-
PLS method, as well as proxy reconstructions using the
MAT-method in high-altitude areas (Appendix A Table Al;
Fig. S3). Annual temperature at higher elevations and topo-
graphic complexity modelled based on Beyer et al. (2020a)
30 min (CRU) has consistently higher NRMSE compared to
alternate versions of this model output, although the 30 min
HadCM3 30 min model is the most divergent from proxy
records, particularly for high-altitude locations (Appendix A
Table A1; Fig. S3). In lower-altitude and flat locations, down-
scaling the HadCM3 model shows modest improvements in
NRMSE, whereas the Beyer et al. (2020a) 5 min (WC) model
output is less coherent for these subsets than the equiva-
lent 30 min (WC) version (Appendix A Table Al; Fig. S3).
In terms of proportions of records that show more error at
coarser resolutions, the high-altitude subset consistently has
a net positive impact of downscaling for annual temperature,
yet no model-data comparisons highlight statistically signif-
icant differences in coherence (Table S1). Our results also
show that proxy reconstructions tend to indicate warmer tem-
peratures at higher elevations and/or in areas of higher to-
pographic roughness compared to model outputs and colder
temperatures at lower elevations and/or lower topographic
roughness (Appendix A Table A2). This is a known bias
of transfer functions when constructing more “extreme cli-
mates” from proxies, given that elevation negatively corre-
lates with temperature and these functions rely on averages
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HadCM3 30-min model (WC) vs MAT

HadCM3 5-min model (WC) vs MAT

Mean annual temperature

Total annual precipitation

HadCM3 30-min model (WC) vs MAT

Mean July temperature

Beyer 30-min model (CRU) vs MAT
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Beyer 30-min model (WC) vs MAT Beyer 5-min model (WC) vs MAT

Figure 3. Absolute bias for mean annual temperature, mean annual precipitation, and mean July temperature for each proxy site, comparing
the climatic values produced by the MAT method of proxy reconstruction against different versions of the HadCM3 GCM and Beyer et
al. (2020a) model. Outliers have been highlighted in red, defined as £ —5 and 2 5 °C for mean annual temperature and July temperature and
< —800 and 2 800 mm for total annual precipitation. Visualization of bias for the WA-PLS method is reported in Fig. S2.

of data from modern calibration datasets (Chevalier et al.,
2020).

For precipitation, only in low-altitude and/or flat areas
does the Beyer et al. (2020a) 30 min model (CRU) produce
lower values than the proxy reconstructions, indicated by
negative bias (Appendix A Table A2; Fig. S3). NRMSE tends
to be higher in areas of high altitude (particularly) and ar-
eas of high topographic roughness (Appendix A Table A2;
Fig. S3); however the higher-resolution versions of the mod-
els do not show an improvement in coherence. For these sub-
sets, the Beyer et al. (2020a) WC model outputs show better
average coherence than the Beyer et al. (2020a) CRU and the
HadCM3 outputs (Appendix A Table A2; Fig. S3). Our re-
sults highlight that subsets of low-altitude and low roughness
proxy records tend to show more instances of downscaling
improving the model—data coherence compared to subsets of
high-altitude and high-roughness records, although these are
minimal and not statistically significant (Table S1, Fig. S3).

Models of July temperatures always produce lower val-
ues than those of proxies, regardless of landscape properties
(Appendix A Table A3; Fig. S3). Our results suggest that,
apart from downscaling the HadCM3 model output where
minimal improvements in NRMSE are noted, model-data
coherence for July temperature is not affected by model res-
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olution when controlling for the modern reference used to
debias (Appendix A Table A3; Fig. S3). Overall, we find
that the proportion of proxy records that show higher error
(NRMSE) with lower-resolution models than higher resolu-
tion is around half for all subsets according to landscape vari-
ations, indicating no statistically significant effect of further
downscaling on data—model coherence, even in areas of land-
scape heterogeneity (Table S1, Fig. S3).

3.3 Glacial versus inter-glacial variability

We then examined discrepancies in model-data coherence
through time, separating time slices from the model outputs
covering the present day (i.e. time slice 0), Marine Isotope
Stage 1 (MIS 1; 0-14 kyr ago), and MIS 2 (14-29 kyr ago).
In total, 1060 records were associated with the present day
(44 % of dataset), and 2363 records captured time slices in
MIS 1 (99 % of dataset), whereas 473 were in MIS 2 (20 %).
Separate analysis of interpolated data points capturing the
present day was performed, as the pollen proxies captured
in these records should be highly representative of modern
ecological communities, whilst model data points are based
on present-day observations as opposed to simulations into
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Figure 4. Three regional examples of modelled mean annual temperature for the present day (bio0O1), demonstrating how downscaling
increases spatial resolution by capturing the effects of landscape dynamics through space on climate depending on the underlying topography.
Geographic variability in temperature is shown, as simulated by the Beyer et al. (2020a) 30 min model output (CRU), Beyer et al. (2020a)
30 min model output (WC), and Beyer et al. (2020a) 5 min model output (WC). Locations of proxy locations from LegacyClimate 1.0 are

shown as white circles.

the past, thus providing somewhat of a baseline of model—
data divergence.

Our results demonstrate that data points representative of
the present have the lowest NRMSE (Appendix Tables Al—
A3; Fig. 5), though considerable error in some time series ex-
ists (Fig. 5). In contrast, the smaller subset of time series cov-
ering MIS 2 shows the highest bias and NRMSE (Appendix
Tables A1-A3; Fig. 5), across both model outputs and reso-
lutions, as well as methods of proxy reconstruction. Models
capturing older time periods underestimate annual and July
temperatures compared to proxy reconstructions and (often)
overestimate annual precipitation (Appendix A Tables Al-
A3; Fig. 5). We find that the proportion of proxy records that
show higher RMSE (and therefore are less coherent) with
lower-resolution models compared to those of higher resolu-
tion is almost always over half for the present day, with an-
nual temperature and July temperature during MIS 2 seeming
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to also see a slight benefit of downscaling, though this is not
statistically significant for any comparison (Table S1).
Figure 5 highlights the differences between RMSE val-
ues from the present day, MIS 1 and MIS 2, confirming that
data—model discrepancies tend to increase with age though
not significantly so (p > 0.05). Chronological uncertainties
in the proxy age model may complicate the comparison be-
tween climate simulations and pollen-based records, as well
as the process of signal smoothing via interpolation to facil-
itate analysis. Delta-downscaled models are also inherently
designed to replicate current rather than past climate patterns,
and proxy reconstructions rely on the identification of mod-
ern analogue species that may have a different link to climate
than palaeoecological communities, likely further contribut-
ing to higher divergence in older time periods (Chevalier et
al., 2020). Nonetheless, all of the distributions highlighted in
Fig. 5 are highly positively skewed even after normalization
— there are many extreme values — confirming that age is just
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one contributing factor in the divergence between time series
(Figs. S1, S3).

3.4 Exploring the most divergent time series

Observing the distribution of the data in Figs. 5, S1, and S3,
we decided to segment the highest 5 % of RMSE values for
each pair-wise model—-data comparison for further investiga-
tion. We then amalgamated those that routinely fall into this
category for each climatic variable, representing the most di-
vergent time series of the overall dataset for the three param-
eters studied here (Appendix A Table A4). None of the indi-
vidual records fall into the most divergent subset for all three
variables studied, suggesting more extreme divergence is not
related to any systematic issue in the model nor the proxy at
specific locations. We then produced 1000 bootstrapped sam-
ples (without replacement) of corresponding sample size, as-
certaining whether the observed proportion of time series in
this highly divergent subset is greater than expected by ran-
dom chance (Appendix A Table A4).

To summarize, 44 records of mean annual temperature fall
into the most divergent 5 % of time series based on RMSE,
of which statistically significantly higher proportions of these
than expected cover the present day and/or MIS 2 and/or are
located in Asia, areas of high altitude and/or low roughness
(Appendix A Table A4). For mean annual precipitation, only
21 records consistently fall in the top 5 % based on RMSE,
demonstrating higher inconsistency in pairwise model-data
coherence between different model versions and methods of
proxy reconstruction compared to the temperature variables
(Appendix A Table A4). We found that, for this parameter,
significantly higher proportions of these outliers are located
in Asia and West North America and/or in areas of high al-
titude and high roughness (Appendix A Table A4). Finally,
for mean July temperature, 30 time series always fall into the
most divergent 5 %, significantly higher proportions of which
date to the present and/or MIS 2 and are located in Asia, areas
of high altitude, and/or areas of low topographic roughness
than would be expected by chance (Appendix A Table A4).

Our results highlight that records that cover MIS 2 con-
sistently exhibit significantly higher proportions of divergent
time series across all variables (Appendix A Table A4). This
may specifically be a consequence of low CO; during MIS
2, which was not considered in LegacyClimatel.0, although
this would mainly have an effect on moisture-related vari-
ables rather than temperature. Another potential source of
divergence, leading to warmer reconstructions by proxies
compared to the model outputs as well as significant devia-
tions in precipitation, could derive from the geographic lim-
its imposed on the LegacyClimate1.0 proxies for the modern
samples used to perform reconstructions. This is particularly
problematic for the LGM as comparable signals should be
present in the modern climate space within the limit defined
(2000 km around each site), which is likely unreasonable for
some areas (e.g. northerly areas of Europe; see Fig. 1). Sim-

Clim. Past, 21, 1185-1208, 2025

L. Timbrell et al.: More is not always better

ilarly, we find sites in Asia and higher-altitude areas, where
modern calibration data tend to be more limited, also have
more divergent time series than expected given the sample
size of this subset for all three variables (Appendix A Ta-
ble A4). Sites in flatter areas exhibit significantly higher pro-
portions of divergent time series for annual and July tem-
peratures than expected by random chance, whereas sites
in higher-roughness locations and West North America are
more highly divergent than expected in precipitation (Ap-
pendix A Table A4). Interestingly, we find that proxy records
that capture the present day also occur in the most divergent
subset more often than expected for annual temperature and
precipitation; however this is because many of these records
also cover MIS 2 (Appendix A Table A4).

4 Discussion

Increasing the spatial resolution of model time series is of-
ten thought to be required to more accurately capture the
climatic conditions of specific places at specific times. But
what is the optimal spatial resolution for adequately detail-
ing finer-scale signals? We tackle this question by testing the
agreement between different model outputs and empirical re-
constructions from pollen proxies from the Late Quaternary
for annual and July temperatures and annual precipitation.
Ground-truthing modelled climate in this way is common, as
proxies are considered to be the “gold standard” for capturing
more localized variations in climatic conditions in specific
places. Our results highlight that further downscaling mod-
els via the delta method to much higher resolutions (5 min)
fails to consistently capture more of the climatic trend from
pollen proxy records. Indeed, we were unable to demonstrate
any statistically significant differences in model-data coher-
ence between 30 and 5 min model resolutions in any subset of
this large dataset. Overall, this implies that more downscaling
may not always be the best solution, with relatively coarser
simulations (i.e. 30 min) providing a similarly adequate rep-
resentation of past climatic trends in many scenarios, even in
areas of topographic complexity. However, we stress that our
take home message is not “why bother” but that careful con-
sideration should be required to determine when downscal-
ing is important, given that coherence between proxy records
and model outputs does not change significantly.

Regardless of resolution, we find that model-data coher-
ence predictably decreases with age, with more divergent
time series than expected by chance located in Asia and at
higher altitudes and those capturing MIS 2. Annual precipi-
tation and July temperature show consistently lower NRMSE
than annual temperature, indicating good overall agreement
between simulations and empirical reconstructions for these
variables. Annual temperature data showed low model-data
convergence with greater disparity between model outputs
and methods of proxy reconstructions, as well as in certain
contexts. Variability in coherence between regions likely re-
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Figure 5. Box plots of pair-wise log root mean square error (RMSE) results model-data comparisons of mean annual temperature (blue),
mean annual precipitation (purple), and mean July temperature (green) from those representing the present (0), MIS 1 (1), and MIS 2 (2).

lates to spatial variability in the performance of the simu- data at higher elevations and a lack of good analogues of
lations, the quality of modern reference datasets and proxy glacial/periglacial vegetation in the same areas as those in
data employed, and the complexity in relationships between the past.

pollen and temperature tolerances in different geographic For this large-scale comparative analysis, we employed
areas. Moreover, greater divergence at high altitudes and different debiased and downscaled versions of the HadCM3
at older timescales may reflect limitation in the calibra- GCM output (Huntley et al., 2023) and Beyer et al’s. (2020a)
tion with modern conditions, with reduced modern reference Late Pleistocene and Holocene climate simulations along-
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side harmonized pollen records from LegacyClimatel.0
(Herzschuh et al., 2023), providing corresponding estimates
of three key climatic parameters for comparison between
time series. Whilst the LegacyClimatel.0 dataset provides
an excellent standardized and spatiotemporal expansive re-
source to address whether downscaling to higher resolutions
is effective in capturing local climatic details, it is worth not-
ing that, because the type of proxy records employed tend
to capture pollen from a broad catchment, they may rep-
resent geographically wide averages of past climate. This
could inherently make them more compatible with coarser-
level model simulations, which also capture broader land-
scape rather than local-level trends. Future work should seek
to expand systematic model-data comparisons on other types
of harmonized proxies, as well as different climatic models
and modern references, ensuring that the equivalent biocli-
matic variables are being predicted by both sources.

Our results suggest that using statistical methods of down-
scaling simulated time series to much higher resolutions does
not significantly improve the agreement between model out-
put and pollen-proxy reconstructions, yet we note that there
is a trade-off between enhancing spatial resolution and in-
creasing potential error. Such error in a given location could
be caused by using either too coarse a resolution on the one
hand or unreliable interpolation on the other. For this rea-
son, there are likely to be many circumstances in which it is
still better to use downscaled models (with caveats), particu-
larly when variability within 30 min cells (~ 55 km on each
side) is important (e.g. Boisard et al., 2025). For example, the
identification of conditions at specific locations within cli-
matic extremes may be overlooked when using a model at a
broader scale, such as at Late Pleistocene archaeological site
Fincha Habera in the Bale Mountains of southern Ethiopia
(Groos et al., 2021). Here, lower annual temperatures pre-
dicted by delta-downscaled models may better characterize
the on-site environment than that also incorporating environ-
mental trends in surrounding lower-altitude landscape (Tim-
brell et al., 2022). Other methods of increasing model output,
such as dynamical downscaling, may be better equipped for
more localized applications, yet these are largely inaccessible
for consumers of model output in fields like palaeoecology
and archaeology where the computational costs are imprac-
tical. Overall, we present a streamlined pipeline for delta-
downscaling climate model time series within the pastclim
R package (Leonardi et al., 2023), and we have presented
testing of downscaling using both HadCM3 model output
(Huntley et al. 2023) and the product of Beyer et al. (2020a)
directly available within the package.We note that whilst the
latter is not a direct output from a GCM, it is easily acces-
sible for consumers (rather than producers) of model data,
includes more sophisticated initial downscaling that takes ad-
vantage of a few runs of a high-resolution GCM, and is likely
to be used by others in the future as a starting point for further
delta downscaling.

Clim. Past, 21, 1185-1208, 2025
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5 Conclusions

Palaeoclimatic proxies and climate models constitute two
contrasting yet complementary sources of information on
past climates. Demand for high-resolution climatic simula-
tions that characterize landscape-scale heterogeneities comes
from the multitude of fields that employ ecological data,
such as those that wish to map species distributions through
time and space or quantitatively test hypotheses about the
impact of climatic change and/or variability on various bio-
logical or behavioural phenomena. We show that downscal-
ing via the delta method fails to consistently capture more
signal from temperature and precipitation proxy reconstruc-
tions, though model time series at both median (30 arcmin)
and fine-grained (5 arcmin) spatial resolutions characterize
climatic variables in broadly similar ways to pollen proxies.
Utilizing model output for analyses of past climate therefore
involves a careful balancing act between accentuating varia-
tions relevant to the study questions and potentially introduc-
ing error by unreliable interpolation.
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Appendix A
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Table A1. Summary of results for mean annual temperature (bioO1) from Legacy.Climate 1.0 using (a) the modern analogue technique (MAT)
and (b) the weighted average partial least squares (WA-PLS) technique. Mean bias, root mean square error (RMSE), and normalized root
mean square error (RMSE) are calculated for interpolated annual temperature for each records and averaged over each subset, comparing the
outputs from the Beyer et al. (2020a) 30 min model debiased using Climate Research Unit Global Climate Dataset (CRU), Beyer et al. (2020a)
30 min model debiased using WorldClim2 (WC) data, Beyer et al. (2020a) 5 min model debiased using WorldClim2 data, HadCM3 30 min
model debiased using WorldClim?2 data, and HadCM3 5 min model debiased and downscaled using WorldClim2 data. These are compared
against the chronologically equivalent proxy data reconstructed by Herzschuh et al. (2021) via the modern analogue (MAT) techniques.

(a) Modern analogue technique (MAT)

RMSE | NRMSE | Bias
Beyer Beyer Beyer HadCM3 HadCM3 | Beyer Beyer Beyer HadCM3 HadCM3 Beyer Beyer Beyer HadCM3 HadCM3
30min  30min  5min 30 min Smin 30min  30min  5Smin 30 min 5 min 30min  30min  5min 30 min 5 min
(CRU) (WC) (WO (WC) (WC) (CRU) (WC) (WO (WC) (WC) (CRU) (WC) (WO) (WC) (WC)
All records 2.86 2.73 2.73 2.717 2.78 2.86 2.17 2.66 3.65 2.05 —0.09 0.50 0.36 0.24 0.12
(n =2395)
Asia 3.95 3.74 3.74 3.85 3.85 3.35 1.68 2.43 1.65 3.82 —0.11 0.48 0.63 0.16 0.31
(n =455)
East N America 2.61 2.39 2.39 2.44 2.44 1.71 1.90 2.99 222 1.70 —0.28 0.31 0.21 0.22 0.11
(n=613)
West N America  3.00 2.82 273 2.92 2.82 2.82 228 221 2.83 1.71 —0.03 0.62 0.35 0.43 0.17
(n =328)
Europe 2.47 2.44 2.48 2.43 2.49 3.37 2.51 2.72 5.72 1.58 0.01 0.58 0.33 0.22 0.01
(n =989)
Present 1.90 1.73 1.60 1.73 1.60 0.64 0.65 0.67 0.65 0.67 0.44 1.05 0.80 1.05 0.80
(n =1060)
MIS 1 2.70 2.57 2.58 2.59 2.61 2.15 2.10 2.46 3.64 1.85 0.11 0.71 0.57 0.40 0.28
(n =2363)
MIS 2 522 4.94 4.93 5.13 5.11 3.83 3.08 53.25 5.15 717 -328 -276 —2.70 -2.21 -2.16
(n =473)
High-altitude 3.35 3.10 2.97 3.13 3.00 7.28 343 3.29 10.17 2.74 —0.62 0.02 —0.18 —0.12 —0.32
(n =362)
Low-altitude 2.78 2.67 2.69 2.70 2.74 2.13 1.96 2.54 2.56 1.95 —0.01 0.58 0.45 0.30 0.19
(n =2058)
High-roughness 2.94 2.74 2.71 2.78 2.76 6.42 1.61 1.88 2.18 2.55 —0.37 029 —0.05 0.07 —0.26
(n=412)
Low-roughness 2.85 2.73 2.74 2.76 2.78 ‘ 2.16 2.29 2.84 3.97 1.96 ‘ —0.04 0.54 0.44 0.27 0.19

(n =2008)
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Table A1. Continued.

L. Timbrell et al.: More is not always better

(b) Weighted average partial least squares (WA-PLS)

(n=1971)

RMSE | NRMSE | Bias
Beyer Beyer Beyer HadCM3 HadCM3 | Beyer Beyer Beyer HadCM3 HadCM3 | Beyer Beyer Beyer HadCM3 HadCM3
30min  30min  Smin 30 min 5 min 30min  30min  Smin 30 min 5 min 30min  30min  5min 30 min 5 min
(CRU) (WC) (WO (WC) (WC) (CRU) (WC) (WO (WC) (WC) (CRU) (WC) (WO (WC) (WC)
All records 2.77 2.64 2.71 2.64 2.72 3.20 1.75 2.66 3.22 1.90 —0.11 0.48 0.35 0.22 0.10
(n =2395)
Asia 3.82 3.63 3.68 3.70 3.73 4.01 1.48 2.09 1.58 3.23 —0.05 0.54 0.70 0.23 0.38
(n =455)
East N America 2.59 2.38 2.41 2.37 2.40 1.61 1.76 2.65 2.12 1.57 —0.44 0.16 0.06 0.06 —0.04
(n=613)
West N America ~ 2.93 2.76 2.71 2.81 2.81 2.67 2.34 222 3.20 2.03 —0.12 0.53 0.26 0.33 0.08
(n =328)
Europe 2.35 2.30 244 227 243 3.98 1.66 3.06 4.65 1.44 0.07 0.64 0.40 0.29 0.07
(n =989)
Present 2.24 2.18 2.14 2.17 2.14 0.96 0.98 1.34 0.97 1.34 0.47 1.08 0.82 1.07 0.82
(n =1060)
MIS 1 2.64 2.51 2.59 2.51 2.61 2.37 1.73 2.53 3.24 1.83 0.09 0.69 0.55 0.38 0.26
(n =2363)
MIS 2 4.60 4.34 4.39 4.22 4.22 433 2.74 36.52 8.22 5.56 —-3.06 —2.53 -—-2.48 —1.98 —1.94
(n =473)
High-altitude 3.11 2.90 2.93 291 2.93 9.10 3.33 4.12 9.52 2.95 —0.60 0.04 —0.16 —0.10 —0.30
(n =346)
Low-altitude 2.72 2.59 2.68 2.59 2.69 2.21 1.48 242 2.16 1.73 —0.02 0.56 0.43 0.28 0.17
(n =2023)
High-roughness 2.76 2.55 2.66 2.59 2.70 8.02 1.48 1.75 1.89 2.38 —0.36 030 —0.04 0.08 —0.25
(n =398)
Low-roughness 2.78 2.65 2.72 2.65 2.73 ‘ 2.24 1.81 2.86 3.50 1.81 ‘ —0.06 0.52 0.42 0.25 0.17
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Table A2. Summary of results for mean total annual precipitation (bio12) from Legacy.Climate 1.0 using (a) the modern analogue technique
(MAT) and (b) the weighted average partial least squares (WA-PLS) technique. Mean bias, root mean square error (RMSE), and normalized
root mean square error (RMSE) are calculated for interpolated annual precipitation, comparing the outputs from the Beyer et al. (2020a)
30 min model debiased using Climate Research Unit Global Climate Dataset (CRU), Beyer et al. (2020a) 30 min model debiased using
WorldClim2 (WC) data, Beyer et al. (2020a) 5 min model debiased using WorldClim2 data, HadCM3 30 min model debiased using World-
Clim2 data, and HadCM3 5 min model debiased using WorldClim2 data. These are compared against the chronologically equivalent proxy

data reconstructed by Herzschuh et al. (2021) via the modern analogue (MAT) techniques.

(a) Modern analogue technique (MAT)

RMSE | NRMSE | Bias
Beyer  Beyer Beyer HadCM3 HadCM3 | Beyer Beyer Beyer HadCM3 HadCM3 Beyer Beyer Beyer HadCM3 HadCM3
30min  30min  Smin 30 min Smin 30min  30min  5min 30 min 5min 30 min 30 min 5min 30 min Smin
(CRU) (WO (WC) (WC) (WCO) (CRU) (WC) (WO (WC) (WC) (CRU) (WC) (WC) (WC) (WC)
All records 236.64 211.62 217.62 206.27 212.50 0.32 0.32 0.33 0.30 0.31 2.56 7.61 22.58 8.84 21.15
(n =2395)
Asia 201.45 20620 214.40 195.44 204.16 0.39 0.53 0.57 0.43 0.44 21.91 41.24 42091 39.73 42.52
(n =455)
East N America  177.85 172.77 169.42 169.30 166.46 0.26 0.23 0.22 0.22 0.21 —26.50 27.16 31.93 46.42 49.29
(n=613)
West N America 22222 21040 225.75 205.67 221.81 0.31 0.27 0.27 0.26 0.27 18.01 57.35 81.34 68.14 92.02
(n =328)
Europe 294.05 23859 246.28 234.36 241.79 0.33 0.30 0.30 0.31 0.31 6.53 —36.48 —12.05 —48.33 —29.63
(n =989)
Present 17539 13721 13747 137.47 137.47 0.24 0.19 0.18 0.19 0.18 —14.81 —3.60 17.00 —4.02 17.00
(n =1060)
MIS 1 230.94 205.23 211.05 203.15 208.71 0.31 0.29 0.29 0.29 0.29 —1.72 2.83 17.52 7.71 19.64
(n =2363)
MIS 2 299.17 279.95 283.03 240.27 247.04 0.46 0.60 0.65 0.79 0.65 142,10  138.68  142.04 —24.60 73.24
(n =473)
High-altitude 297.38  219.76  225.67 212.06 219.56 0.36 0.33 0.34 0.35 0.36 90.02 24.08 36.36 21.34 33.76
(n =346)
Low-altitude 226.47 21034 216.28 205.31 211.31 0.32 0.28 0.33 0.29 0.30 —12.55 4.46 19.94 6.58 18.92
(n =2023)
High-roughness ~ 309.53 22649 245.27 221.11 239.13 0.36 0.31 0.31 0.31 0.31 60.16 1.88 36.07 —1.90 29.94
(n =398)
Low-roughness ~ 222.14  208.73 212.08 203.31 207.14 0.31 0.32 0.33 0.30 0.29 —9.22 8.43 19.56 10.89 19.30
(n=1971)
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(b) Weighted average partial least squares (WA-PLS)

(n =1971)

RMSE | NRMSE | Bias
Beyer Beyer Beyer HadCM3 HadCM3 | Beyer Beyer Beyer HadCM3 HadCM3 Beyer Beyer Beyer HadCM3 HadCM3
30min  30min  Smin 30 min Smin 30min  30min  5min 30 min 5min 30 min 30 min 5 min 30min 5min
(CRU) (WO) (WC) (WC) (WC) (CRU) (WO (WO (WC) (WC) (CRU) (WC) (WC) (WC) (WC)
All records 22891 211.12  217.76 206.27 210.54 0.32 0.32 0.33 0.30 0.31 —8.04 -2.99 11.98 —1.76 10.55
(n =2395)
Asia 187.28 19243 201.02 180.10 189.80 0.37 0.49 0.53 0.41 0.43 5.66 24.98 26.66 23.47 26.27
(n =455)
East N America 17735 173.37 172.03 164.04 164.24 0.27 0.25 0.24 0.22 0.22 —39.19 14.47 19.23 33.73 36.60
(n=613)
West N America  217.52  217.75 234.28 205.28 222.60 0.32 0.29 0.30 0.27 0.27 18.95 58.28 82.27 69.07 92.95
(n =328)
Europe 283.79 24090 284.33 239.28 244.78 0.33 0.31 0.31 0.32 0.32 —3.99 —47.00 —22.57 —58.85 —40.15
(n =989)
Present 194.19  172.78 178.90 172.27 178.90 0.27 0.25 0.25 0.25 0.25 —2228 —11.07 9.53 —11.49 9.53
(n =1060)
MIS 1 22229 20437 21098 201.43 207.38 0.31 0.30 0.30 0.29 0.30 —13.05 —8.49 6.19 —3.56 8.31
(n =2363)
MIS 2 29546 273.61 27293 224.25 228.86 0.45 0.57 0.61 0.87 0.67 15424  150.82  154.18 84.65 85.63
(n=473)
High-altitude 287.16  229.44 237.83 217.33 227.33 0.35 0.34 0.35 0.35 0.36 80.14 14.20 26.48 11.46 23.89
(n =346)
Low-altitude 219.33 208.27 214.56 202.00 207.97 0.31 0.32 0.33 0.30 0.30 —23.43 —6.24 9.05 —4.30 8.04
(n =2023)
High-roughness ~ 289.89 23498  253.52 228.46 246.67 0.35 0.32 0.32 0.32 0.32 4322 —15.06 19.13 —18.84 13.00
(n =398)
Low-roughness ~ 216.99  206.59 210.78 199.34 203.55 ‘ 0.31 0.32 0.33 0.30 0.31 ‘ —18.71 —1.06 10.07 1.40 9.81
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Table A3. Summary of results for mean July temperature (bio10) from Legacy.Climate 1.0 using (a) the modern analogue technique (MAT)
and (b) the weighted average partial least squares (WA-PLS) technique. Mean bias, root mean square error (RMSE), and normalized root
mean square error (RMSE) is calculated for interpolated July temperature, comparing the outputs from the Beyer et al. (2020a) 30 min
model debiased using Climate Research Unit Global Climate Dataset (CRU), Beyer et al. (2020a) 30 min model debiased using WorldClim?2
(WC) data, Beyer et al. (2020a) 5 min model debiased using WorldClim2 data, HadCM3 30 min model debiased using WorldClim?2 data, and
HadCM3 5 min model debiased using WorldClim?2 data. These are compared against the chronologically equivalent proxy data reconstructed

by Herzschuh et al. (2021) via the modern analogue (MAT) techniques.

(a) Modern analogue technique (MAT)

RMSE | NRMSE | Bias
Beyer  Beyer Beyer HadCM3 HadCM3 | Beyer Beyer Beyer HadCM3 HadCM3 Beyer Beyer Beyer5 HadCM33 HadCM3
30min  30min  5min 30 min 5min 30min  30min  5min 30 min 5min 30min 30 min Smin 30 min S min
(CRU) (WC) (WO (WC) (WC) (CRU) (WC) (WO (WC) (WC) (CRU) (WC) (WC) (WC) (WC)
All records 3.01 2.72 2.74 2.74 2.75 0.27 0.20 0.20 0.23 0.23 —-0.76  —0.27 —0.41 —0.29 —0.40
(n =2395)
Asia 3.95 3.72 3.76 3.70 3.68 0.42 0.28 0.28 0.35 0.32 —0.16 0.09 0.24 —0.19 —0.03
(n =455)
East N America 2.82 2.41 2.38 2.33 2.31 0.23 0.17 0.17 0.18 0.18 —-0.98 —0.47 —0.55 —0.44 —0.52
(n=0613)
West N America 3.03 2.60 2.56 2.75 2.69 0.27 0.19 0.19 0.33 0.30 —-0.78 —0.22 —0.49 —0.34 —0.57
(n =328)
Europe 2.68 2.48 2.55 2.56 2.62 0.21 0.17 0.19 0.19 0.20 —-0.88 —0.32 —0.59 —0.22 —0.45
(n =989)
Present 221 1.78 1.77 1.79 1.77 0.19 0.13 0.14 0.13 0.14 —-0.95 —0.50 —0.78 —0.52 —0.78
(n =1060)
MIS 1 2.84 2.55 2.57 2.55 2.56 0.23 0.18 0.18 0.20 0.20 —-0.53  —0.04 —0.18 —0.06 —0.17
(n =2363)
MIS 2 542 5.22 5.17 5.39 5.35 1.25 0.74 0.76 2.72 0.79 -3.53 -3.19 —3.14 —3.26 -3.21
(n =473)
High-altitude 3.60 3.18 3.10 3.15 3.04 0.35 0.26 0.25 0.31 0.26 —-1.23 —0.69 —0.89 —0.67 —0.86
(n =346)
Low-altitude 291 2.64 2.68 2.68 2.71 0.25 0.19 0.19 0.22 0.22 —-0.67 —0.19 —0.32 —0.22 —0.33
(n =2023)
High-roughness 3.21 2.86 2.86 2.85 2.85 0.40 0.23 0.24 0.24 0.24 —-1.09 —0.48 —0.85 —0.42 —0.77
(n =398)
Low-roughness 2.97 2.70 2.72 2.72 2.74 0.24 0.19 0.19 0.23 0.23 —0.69 —0.22 —0.32 —0.26 —0.33
(n=1971)
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Table A3. Continued.

(b) Weighted average partial least squares (WA-PLS)

RMSE | NRMSE | Bias
Beyer Beyer Beyer HadCM3 HadCM3 | Beyer Beyer Beyer HadCM3 HadCM3 Beyer Beyer Beyer HadCM3 HadCM3
30min  30min  5min 30 min Smin 30min  30min  Smin 30 min 5 min 30min  30min  5min 30 min 5min
(CRU) (WC) (WO (WC) (WC) (CRU) (WC) (WO (WC) (WC) (CRU) (WC) (WO (WC) (WC)
All records 2.89 2.63 2.72 2.59 2.67 0.26 0.19 0.20 0.23 0.23 —-0.78 —-0.29 —0.43 —0.31 —0.43
(n =2395)
Asia 3.92 3.72 3.79 3.68 3.70 0.42 0.28 0.28 0.36 0.33 0.02 0.27 0.41 —0.01 0.15
(n =455)
East N America 2.71 2.34 2.35 2.19 2.21 0.23 0.17 0.17 0.17 0.18 —-1.09 —-0.58 —0.66 —0.55 —0.63
(n =613)
West N America ~ 2.87 2.50 2.57 2.62 2.66 0.23 0.19 0.20 0.33 0.31 —-1.03 —047 -0.74 —0.59 —0.82
(n =328)
Europe 2.54 2.37 2.51 2.34 2.48 0.26 0.17 0.19 0.17 0.19 —-0.87 —031 —0.58 —0.21 —0.44
(n =989)
Present 222 1.93 2.04 1.94 2.04 0.20 0.15 0.17 0.15 0.17 —-0.99 —-0.53 —0.81 —0.55 —0.81
(n =1060)
MIS 1 2.74 2.49 2.58 2.43 2.51 0.22 0.17 0.18 0.19 0.20 —-0.56 —0.06 —0.21 —0.08 —0.20
(n =2363)
MIS 2 4.90 4.65 4.65 4.67 4.69 1.13 0.70 0.79 3.05 0.73 —-335 -=3.02 -2.96 —3.08 —3.03
(n =473)
High-altitude 3.42 3.05 3.14 3.03 3.06 0.34 0.26 0.26 0.31 0.28 —-1.28 —0.75 -0.95 —0.72 —0.92
(n =346)
Low-altitude 2.81 2.57 2.66 2.52 2.61 0.24 0.18 0.19 0.21 0.22 —-0.69 —0.21 —0.34 —0.24 —0.35
(n =2023)
High-roughness 3.01 2.68 2.83 2.64 2.77 0.38 0.22 0.24 0.23 0.24 —1.08 —0.48 —0.84 —0.41 —0.76
(n =398)
Low-roughness 2.87 2.63 271 2.59 2.65 0.23 0.19 0.20 0.23 0.22 -0.72  —-025 -0.35 —0.29 —0.36
(n=1971)
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Code and data availability. The workflow to downscale climate
model outputs with the delta method has been made publicly avail-
able as functions in pastclim. Code and data relating to this anal-
ysis, as well as a vignette for downscaling in pastclim, are avail-
able at https://osf.io/duq3j/ (Timbrell, 2025a). The global down-
scaled models at 5arcmin resolution are stored on Zenodo at
https://doi.org/10.5281/zenodo.7828453 (Timbrell, 2025b).

Supplement. The supplement related to this article is available
online at https://doi.org/10.5194/cp-21-1185-2025-supplement.
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Table A4. Results from bootstrapping of climatic records that routinely fall into the worse performing 5 % in terms of model-data coherence, representing the most divergent time series

of the dataset. O = observed proportion, P = mean of bootstrapped proportion, U = upper 95% confidence interval. Statistically significant (p < 0.05) results are highlighted in bold,

indicating where higher proportions are observed than expected by chance.
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