
Clim. Past, 21, 1061–1077, 2025
https://doi.org/10.5194/cp-21-1061-2025
© Author(s) 2025. This work is distributed under
the Creative Commons Attribution 4.0 License.

CO2 and summer insolation as drivers for the
Mid-Pleistocene Transition
Meike D. W. Scherrenberg1,z, Constantijn J. Berends1, and Roderik S. W. van de Wal1,2

1Institute for Marine and Atmospheric research Utrecht, Utrecht University, Utrecht, the Netherlands
2Faculty of Geosciences, Department of Physical Geography, Utrecht University, Utrecht, the Netherlands
zInvited contribution by Meike D. W. Scherrenberg, recipient of the EGU Climate: Past, Present & Future Outstanding
Student and PhD candidate Presentation Award 2024.

Correspondence: Meike D. W. Scherrenberg (m.d.w.scherrenberg@uu.nl)

Received: 17 August 2024 – Discussion started: 22 August 2024
Revised: 8 March 2025 – Accepted: 21 March 2025 – Published: 24 June 2025

Abstract. During the Mid-Pleistocene Transition (MPT;
∼ 1.2–0.8 Myr ago) the dominant periodicity of glacial cy-
cles increased from 41 kyr to an average of 100 kyr, without
any appreciable change in the orbital pacing. As the MPT is
not a linear response to orbital forcing, it must have resulted
from feedback processes in the Earth system. However, the
precise mechanisms underlying the transition are still under
debate.

In this study, we investigate the MPT by simulating
the Northern Hemisphere ice-sheet evolution over the past
1.5 Myr. The transient climate forcing of the ice-sheet model
was obtained using a matrix method, by interpolating be-
tween two snapshots of global climate model simulations.
Changes in climate forcing are caused by variations in CO2
and insolation, as well as implicit climate–ice-sheet feed-
backs.

Using this method, we were able to capture glacial–
interglacial periodicity during the past 1.5 Myr and thereby
reproduce the shift from 41 to 100 kyr cycles without any ad-
ditional drivers. Instead, the modelled frequency change re-
sults from the prescribed CO2 combined with orbital forcing
and ice-sheet feedbacks. Early Pleistocene terminations are
initiated by insolation maxima. After the MPT, low intersta-
dial CO2 levels may compensate insolation maxima which
would otherwise favour deglaciation, leading to a longer du-
ration of the glacial cycle. Terminations are also affected by
ice volume. If the North American ice sheet is small or very
large, it becomes sensitive to small temperature increases. A
medium-sized ice sheet is less sensitive through its location
and the merger of the Laurentide and Cordilleran ice sheets.

Therefore, Late Pleistocene terminations are also facilitated
by the large ice-sheet volume, where small changes in tem-
perature lead to self-sustained melt.

Additionally, we carried out experiments with constant
CO2, where we can capture the 41 kyr cycles and some Late
Pleistocene cycles. However, no persistent 100 kyr period-
icity is established. Experiments with constant (or evolv-
ing) CO2 concentrations did not generate a substantial pre-
cession signal in the ice volume. Instead, the frequency is
dominated by successful terminations, which are initiated by
strong (generally obliquity) insolation maxima. Our results
therefore indicate that the glacial cycle periodicity of the past
1.5 Myr can be described by changes in insolation, CO2, and
ice-sheet feedback processes and that maintaining low CO2
throughout insolation maxima may prolong glacial cycles.

1 Introduction

During the Mid-Pleistocene Transition (MPT), the duration
of glacial cycles shifted from 41 kyr to an average of 100 kyr,
but the main mechanisms behind this change are still under
debate. Glacial cycles are paced by orbital cycles, namely
precession (∼ 19/23 kyr), obliquity (∼ 41 kyr), and eccentric-
ity (∼ 98/400 kyr), which determine the latitudinal and sea-
sonal distribution of solar radiation received by the Earth.
Ice sheets are especially sensitive to summer insolation, as
regions may undergo melt, and a small change in tempera-
ture or insolation can strongly alter melt rates. As a result,
the 41 kyr periodicity during the Early Pleistocene (2580–
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800 kyr ago) mostly follows the obliquity cycle (e.g. Huy-
bers and Tziperman, 2008; Tabor et al., 2015; Watanabe et
al., 2023), but the mechanisms behind the average 100 kyr
periodicity of the Late Pleistocene (800–11 kyr ago) are more
difficult to explain. It has been suggested that the 100 kyr pe-
riodicity is a non-linear response to predominantly obliquity
(e.g. Huybers and Wunsch, 2005), precession and eccentric-
ity (e.g. Lisiecki, 2010; Hobart, et al., 2023; Blackburn et
al., 2024), or a combination of orbital cycles (e.g. Huybers,
2011; Feng and Bailer-Jones, 2015; Tzedakis, et al., 2017).
Nevertheless, the transition from 41 to 100 kyr glacial cycles
took place without any considerable change in the orbital cy-
cles, and therefore feedback processes within the Earth’s sys-
tem must have contributed to the MPT.

One overarching hypothesis that could partially explain
the MPT concerns ice-sheet threshold regimes (see Berends,
et al., 2021a; Paillard, 1998): small or flat ice sheets can eas-
ily melt at insolation maxima. Medium-sized ice sheets may
survive insolation maxima due to albedo and topography
feedbacks, facilitating low temperatures in glaciated regions.
Large ice sheets become vulnerable through positive feed-
backs such as the elevation–temperature feedback, albedo
feedbacks, and high basal temperatures enhancing sliding
(Bintanja and van de Wal, 2008) and proglacial ice-sheet in-
stability (PLISI; see Quiquet et al., 2021; Hinck et al., 2022;
Scherrenberg et al., 2024). This is further supported by sev-
eral studies showing that the Late Pleistocene glacial cycles
only melt once they reach a certain ice volume (Parrenin and
Paillard, 2003; Bintanja and van de Wal, 2008; Abe-Ouchi et
al., 2013; Verbitsky et al., 2018; Berends et al., 2021a). These
threshold regimes can therefore act as a precondition that fa-
cilitates the MPT but require another process (e.g. long-term
cooling) to prompt a shift in the ice volume rhythm.

It has also been suggested that the MPT is caused by re-
golith removal, as first proposed by Clark and Pollard (1998).
The regolith hypothesis states that sediments covered North
America during the Early Pleistocene. Sediments are eas-
ily deformed and enhance sliding, creating flatter ice sheets
with relatively larger ablation areas. Therefore, if ice sheets
are superimposed on sediments, they are more vulnerable to
small changes in forcing. Once this sediment was removed
by the erosive action of the ice sheet, friction increased, re-
ducing ice-sheet flow. This produces thicker ice sheets that
may survive insolation maxima. Several modelling studies
were dedicated to this regolith hypothesis and were able to
capture characteristics of the MPT (e.g. Tabor and Poulsen,
2016, Ganopolski and Calov, 2011; Mitsui et al., 2023).
Recently, Willeit et al. (2019) used a coupled climate–ice-
sheet–carbon-cycle model and were able to reproduce the
MPT using prescribed gradual atmospheric CO2 decrease
and regolith removal. The regolith theory is also supported
by geological data, which show a change in the composi-
tion of glacial sediments (e.g. Roy et al., 2004; Portier et al.,
2021).

Alternative explanations argue that the carbon cycle plays
a major role in controlling the transition from 41 to 100 kyr
glacial cycles. During the Late Pleistocene glacial cycles,
glacial–interglacial variations in CO2 were roughly 90 ppm.
(Bereiter et al., 2015). This variation in CO2 can be largely
attributed to the ocean (e.g. Sigman and Boyle, 2000;
Brovkin et al., 2012). During glacial periods, CO2 solubil-
ity increases due to lower ocean temperatures, which is fur-
ther enhanced by increased alkalinity (Kurahashi-Nakamura
et al., 2010; Sigman et al., 2010). Glacial-erosional and en-
hanced dust concentrations in the atmosphere provide nutri-
ents to the Southern Ocean. This increases the biological pro-
ductivity (Martin, 1990; Martínez-García et al., 2014; Chalk
et al., 2017; Saini et al., 2023) and eventually leads to more
uptake of CO2 in the deep ocean. Additionally, decreased
deep-ocean ventilation during glacial periods may have more
efficiently trapped carbon (Hasenfratz et al., 2019), which
could be explained by increased sea ice extent (Menviel,
2019) or enhanced ocean stratification (Bouttes et al., 2009;
Adkins, 2013; Qin et al., 2022). These processes in the car-
bon cycle are important for decreasing CO2 levels in the at-
mosphere during Late Pleistocene glacial periods, but per-
haps they also played a crucial role during the MPT. After the
MPT, glacial CO2 concentrations may have dropped due to
increased deep-ocean carbon storage (Köhler and Bintanja,
2008; Lear et al., 2016; Farmer et al., 2019; Qin et al., 2022;
Thomas et al., 2022), which could, for example, have resulted
from increased Antarctic bottom water formation due to a
change in circulation (e.g. Pena and Goldstein, 2014) or an
increase in sea ice extent (Detlef et al., 2018).

Nevertheless, despite the complexity and uncertainties in
the carbon cycle, atmospheric CO2 can be measured from
ice cores (e.g. Bereiter et al., 2015), or estimated through
proxies (e.g. Hönisch et al., 2009; Da et al., 2019; Dyez
et al., 2018; Yamamoto et al., 2022). Ice core CO2 records
tend to have low uncertainties, as CO2 can be measured di-
rectly from bubbles or clathrates in the ice, which contain a
snapshot of the paleo-atmosphere. However, the current old-
est continuous record dates back to only 800 kyr ago (Bere-
iter et al., 2015), which does not capture the MPT. CO2 can
also be estimated indirectly from certain isotope ratios (e.g.
boron isotopes; see Hönisch et al., 2009; Dyez et al., 2018;
Da et al., 2019; or leaf wax; Yamamoto et al., 2022), allow-
ing for CO2 records that extent beyond the ice records. How-
ever, to generate a CO2 record from a proxy requires physical
and chemical assumptions, which results in a higher uncer-
tainty. Recently, Yamamoto et al. (2022) published a recon-
struction based on a leaf-wax indicator, which was calibrated
to the 800 kyr ice core record. The record by Yamamoto et
al. (2022) is currently the only continuous CO2 proxy that
dates back to almost 1.5 Myr ago and thus provides a new
opportunity for modelling studies on the MPT.

In this study, we simulate the past 1.5 Myr using an ice-
sheet model without any change in model set-up over time
and a constant sediment mask. Our main goal is to explore if
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Figure 1. The extent and resolution of the ice-sheet model do-
mains: North America (red), Greenland (green), and Eurasia (blue).
For reference, the ICE-6G LGM ice sheet of Peltier et al. (2015) is
shown in white. Ice in overlapping regions is removed (e.g. Green-
land in the North American domain).

we can simulate the frequency change during the MPT, and
the possible mechanisms behind it, based on only prescribed
CO2 and insolation variations. The purpose is therefore not
to make perfect spatial and size reconstructions but rather to
explain the frequency change of glacial–interglacial variabil-
ity. To provide the model with information on climate, we
use a matrix method that is based on interpolated 2D time
slices from general circulation models (GCMs). The tempo-
ral climate interpolation is driven by prescribed CO2 and in-
solation (see Berends et al., 2018; Scherrenberg et al., 2024).
Here we use for the first time the long CO2 record from Ya-
mamoto et al. (2022), which covers the MPT, in ice-sheet
model simulations. This method allows us to provide tran-
sient climate forcing at a significantly reduced computational
time compared to GCMs or intermediate complexity models
(e.g. Ganopolski and Calov, 2011; Willeit et al., 2019). Tem-
perature change is mainly driven by prescribed CO2 records
from leaf-wax proxy (1450–0 kyr ago) combined with caloric
summer half-year insolation (Tzedakis et al., 2017). To es-
tablish the importance of CO2 and insolation variations on
glacial–interglacial timescales, we run the same 1450 kyr ex-
periments with constant CO2 or insolation levels.

2 Methods

To simulate ice-sheet evolution during the past 1.5 Myr, we
use the vertically integrated ice-sheet model IMAU-ICE ver-
sion 2.1 (Berends et al., 2022). North America, Eurasia, and
Greenland are simulated in separate model domains, which
are shown in Fig. 1.

The flow of ice is calculated using the shallow ice/shallow
shelf approximation (Bueler and Brown, 2009). The sliding
of ice is calculated using the Budd-type sliding law by Bueler

and van Pelt (2015). Basal hydrology is based on Martin et
al. (2011). To calculate basal friction, we apply a present-
day sediment map for North America (Gowan et al., 2019),
and, as this map does not cover Eurasia, we generate a fric-
tion map for this continent using the sediment thickness by
Laske and Masters (1997). Eurasian regions with less than
20 m sediment thickness receive a till friction angle of 10°,
while other regions receive a 30° till friction angle. These
friction maps are static, but a simulation with a homoge-
nous sediment coverage is presented in the Supplement. To
simulate bedrock changes due to ice-sheet load, we use an
elastic lithosphere–relaxing asthenosphere model (Le Meur
and Huybrechts, 1996). If bedrock topography is below sea
level, it is considered ocean or lake. At the grounding line we
include a sub-grid friction scaling scheme based on Leguy
et al. (2021) and Feldmann et al. (2014). As such, a small
change in grounding line position can prompt a significant
change in friction, capturing marine and proglacial lake ice-
sheet instability. Berends et al. (2022) have shown that this
scheme is capable of resolving the sub-grid grounding-line
position and producing the grounding-line positions and re-
treat rates that are within the model ensemble for the MIS-
MIP+ intercomparison experiment (Cornford et al., 2020).
Ice is removed if the thickness at the calving front is be-
low 200 m. Additionally, floating ice beyond the continental
shelf is always removed. To calculate basal melt, we use a
depth-dependent sub-shelf parameterization based on Mar-
tin et al. (2011). Ocean temperatures are based on de Boer
et al. (2013), where we interpolate spatially homogeneous
ocean temperatures based on CO2 and insolation. The ocean
temperatures therefore evolve over time, but they are ho-
mogeneous within the model domains. For the surface mass
balance (SMB), we use IMAU-ITM (insolation–temperature
model), which includes a melt parameterization (Bintanja
et al., 2002) that depends on temperature, albedo, and in-
solation; a temperature-based snow-rain partitioning scheme
(Ohmura et al., 1999); and a refreezing scheme (Huybrechts
and de Wolde, 1999). The latter is calculated by limiting the
amount of refreezing to the available liquid water, tempera-
ture, and firn depth. IMAU-ITM has been shown to be per-
form well for present-day Greenland conditions (see Fettweis
et al., 2020).

2.1 Climate forcing

To calculate the transient climate forcing over the past
1.5 Myr, we interpolate between GCM-calculated climates of
pre-industrial (PI) and the Last Glacial Maximum (LGM).
Since the choice of GCM climates can cause large differ-
ences in the modelled ice sheets (Alder and Hostetler, 2019;
Niu et al., 2019; Scherrenberg et al., 2023), we use a cli-
mate ensemble obtained from the Paleoclimate Modelling
Intercomparison Project (PMIP4; Kageyama et al., 2017,
2018) rather than a large quantity of time slices from a sin-
gle model. The four simulations that had all data necessary
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for our simulations are MIROC (Ohgaito et al., 2021), MPI
(Mauritsen et al., 2019), AWI (Shi et al., 2023), and INM
(Volodin et al., 2018). Differences in topography between
climate and ice-sheet models are accounted for by apply-
ing a lapse rate correction for temperature and by apply-
ing a correction for precipitation with windward and lee-
ward topography effects based on the approach by Roe and
Lindzen (2001). The technical details of these methods are
described in Scherrenberg et al. (2023).

To interpolate the climate time slices through time we use
a matrix method (see Berends et al., 2018; Scherrenberg et
al., 2023, 2024). Equations governing the matrix method are
described in Appendix A. Here we provide a brief, qualitative
summary.

Temperature depends on the prescribed external forcing
(CO2 and summer insolation) and the modelled ice sheet,
to create a first-order approximation of the ice–albedo feed-
back. Figure 2 shows how the prescribed CO2 and caloric
summer insolation (Tzedakis et al., 2017) are combined to
calculate the external forcing index. To approximate the
albedo feedback, we follow the approach by Berends et
al. (2018), where the monthly/latitudinally varying insolation
is multiplied with the modelled albedo to yield the “absorbed
insolation”. As the modelled albedo depends on the modelled
ice-sheet extent and snow cover, this introduces the feedback
from the ice sheet back onto the climate.

Precipitation is modelled similarly, but there the ice-sheet
term relates to the (modelled, local) ice thickness rather than
the extent in order to approximate the plateau desert effect.
A geometry-based correction, which includes the orographic
forcing of precipitation by upslope winds (Roe and Lindzen,
2001), helps to track the higher precipitation rates at the
(moving) ice margin more accurately.

2.2 Benthic δ18O

Challenges in studying the MPT are the large uncertainties in
sea-level reconstructions, especially during the Early Pleis-
tocene. The benthic δ18O record contains the combined sig-
nals of ice volume and deep-water temperature, which are
difficult to disentangle. To validate our results, we simu-
late benthic δ18O by modelling a separate contribution from
deep-water temperature and ice volume.

IMAU-ICE includes a δ18O model based on the approach
by de Boer et al. (2013). This approach uses a depth-
integrated advection solver to calculate the evolution of the
englacial isotope content, which is forced at the surface by
an elevation-dependent parameterization following Clarke et
al. (2005). The governing equations of this approach are de-
tailed in Appendix B. The benthic δ18O contribution from ice
volume is calculated by integrating the modelled englacial
isotope content over all three modelled ice sheets.

To obtain the deep-water temperature we calculate global
temperatures based on CO2, and we apply a 3000-year run-
ning mean to reflect the lag between the atmosphere and deep

ocean. We then linearly convert deep-water temperatures to
deep-water δ18O contribution.

3 Results

In this section, we show the results from our 1.5 Myr simula-
tions. First, we present our baseline simulation, after which
we explore the mechanisms behind the simulated MPT. In
the last section we present experiments with either constant
insolation or constant CO2.

3.1 Baseline results

We conduct the 1.5 Myr baseline simulation, where temper-
ature evolves with prescribed CO2 from leaf-wax proxy (Ya-
mamoto et al., 2022), caloric summer insolation (Tzedakis et
al., 2017), and an albedo feedback. In Fig. S1 in the Supple-
ment, we show results from a 0.8 Myr simulation, which is
forced by the ice core CO2 record from Bereiter et al. (2015)
instead. The results of that simulation are very close to those
of the baseline simulation, as the two CO2 records are very
similar (reflecting the fact that the leaf-wax-based recon-
struction was calibrated to the ice core record).

Figure 3 shows that the LGM ice extent reasonably
matches the ICE6G ice volume reconstruction by Peltier et
al. (2015; see white contours). The englacial δ18O (Fig. 3b)
is less depleted where temperatures are high and elevation
is low, such as the margins. Figure 4 shows time series of
the prescribed summer insolation (Fig. 4a), CO2 (Fig. 4b),
the modelled sea-level change (Fig. 4c), and benthic δ18O
(Fig. 4d), which are compared to reconstructions by Spratt
and Lisiecki (2016), Rohling et al. (2021), and Ahn et
al. (2017). In this figure, the modelled sea-level change is in-
creased by 20 % to reflect processes that were not explicitly
modelled, such as ice volume changes in Antarctica and tem-
perature/density changes of the ocean. This is justified by the
strong correlation between global climate, Northern Hemi-
sphere ice volume, and Antarctic ice volume (Gomez et al.,
2020) and does not account for out-of-phase behaviour be-
tween the Northern and Southern Hemisphere. Additionally,
low benthic δ18O and high sea levels cannot be simulated as
we do not include Antarctica.

The baseline simulation captures the δ18O variability of
most glacial cycles except for the termination at ∼ 865 kyr
ago (MIS 21), where we simulate partial retreat of the North
American ice sheet instead of a full deglaciation. CO2 is low
during the insolation peak 866 kyr ago but rises while inso-
lation strength decreases. Therefore, insolation compensates
for the rise in CO2, preventing a deglaciation.

Our baseline simulation captures the Late Pleistocene
ice volume amplitude but does not simulate a substantial
change in amplitude during the past 1.5 Myr. Average glacial
peak Northern Hemisphere ice volume 1500–1000 kyr ago
is only slightly smaller (79± 15 m s.l.e.; m sea-level equiv-
alent) compared to 500–0 kyr ago (98± 7 m s.l.e.). At the
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Figure 2. The forcing index (a, d) is a combination of CO2 ((b); x axis in panel (a)) and caloric summer-half year insolation at 65° N ((c);
diagonal lines in panel (a)). Red shows the evolution of the forcing index over one glacial cycle, while pink (see panel (a)) shows the forcing
index over the entire simulation.

Figure 3. The modelled ice thickness (a) and englacial δ18O (b) at 20 kyr ago in the baseline simulation. The reconstruction of the extent by
Peltier et al. (2015) is shown as white contours. The present-day coastline is shown in black.

same time, Early Pleistocene δ18O and sea levels at glacial
maxima are often higher compared to the reconstructions by
Ahn et al. (2017) and Rohling et al. (2021). To test if this
large Early Pleistocene amplitude results from the relatively
high present-day basal friction, we conduct a simulation with
reduced basal friction (see Fig. S2). In this simulation we ap-
ply a homogenous “sediment” friction during the Early Pleis-
tocene (until 800 kyr ago) and use the baseline’s friction map
for the Late Pleistocene. This sediment coverage is simulated
by applying a 10° till friction angle to the North American
and Eurasian domains, which is equivalent to the sediment-
covered regions in the baseline friction map. This simula-
tion has a similar glacial–interglacial periodicity as the base-
line but shows a ∼ 10 % reduction in amplitude in the Early
Pleistocene relative to the baseline. The reduced friction also

makes the ice sheet more prone to collapse, resulting in full
deglaciation 865 kyr ago, while the baseline does not.

As our baseline simulations capture the main glacial–
interglacial periodicity during the past 1.5 Myr, we can ex-
plore the mechanisms behind the MPT in more detail.

3.2 Mechanisms behind the Mid-Pleistocene Transition

In the previous paragraph we showed that we can capture the
glacial–interglacial periodicity in the baseline simulation. In
this section we explore the key elements of the frequency
change in our baseline simulation.

Figure 5a shows a wavelet transform of our modelled δ18O
and compares it to the observed record (Fig. 5b). Our simula-
tion generates the transition from 41 to 100 kyr glacial cycles,
though with only a small change in glacial–interglacial ice
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Figure 4. Time series of the past 1.5 Myr showing prescribed caloric summer half-year insolation (a) prescribed CO2 forcing (b), sea
level (c), and benthic δ18O (d). Black lines show modelled sea level (c) and benthic δ18O (d) of the baseline simulation. Grey shows the
reconstructions of caloric summer half-year insolation by Tzedakis et al. (2017; (a)), CO2 by Yamamoto et al. (2022; (b)) sea level by
Rohling et al. (2021; (c)), and δ18O by Ahn et al. (2017; (d)). In green (c), sea-level reconstruction by Spratt and Lisiecki (2016). Note that
lines in grey and green represent reconstructions, while black represents model output.

Figure 5. Wavelet transforms showing the explained variance and frequency of the modelled δ18O (a), observed δ18O (Ahn et al., 2017; (b)),
CO2 (Yamamoto et al., 2022; (c)), and caloric summer half-year insolation (Tzedakis et al., 2017; (d)) of the past 1.5 Myr. Corresponding
time series are shown in white (see right y axis). Horizontal dotted red lines indicate 98, 41, and 23 kyr periodicities, representing eccentricity,
obliquity, and precession.
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volume difference. The periodicity in the baseline simulation
results from the prescribed insolation and CO2 forcing, com-
bined with ice-sheet feedbacks. Since the orbital cycles alone
cannot explain all characteristics of the MPT (see Legrain et
al., 2023), the main culprit behind our modelled MPT must
be the prescribed CO2 forcing combined with ice-sheet feed-
back processes.

We can compare the frequency spectrum in the modelled
benthic δ18O to the prescribed caloric summer insolation and
CO2 that drive the modelled temperature change. Figure 5c
and d show wavelets of the caloric summer insolation and
CO2 forcing. The caloric summer insolation has a strong
∼ 20 and 41 kyr periodicity, corresponding to precession and
obliquity respectively. The CO2 forcing has a weak signal
in the 41 kyr periodicity but a strong 100 kyr signal in the
Late Pleistocene. This change in frequency takes place when
the modelled δ18O also changes from 41 kyr to an average
100 kyr.

These results suggest a regime shift between the Early and
Late Pleistocene. The 41 kyr periodicity of the Early Pleis-
tocene is generated by the orbital cycles, as the ice sheet
melts during strong summer insolation, which tends to cor-
relate with obliquity maxima. The Late Pleistocene is more
dominated by CO2, though still paced by the orbital cycles.
Terminations take place if both CO2 and insolation are high
enough, while low interstadial CO2 levels can sometimes
partially compensate the strong summer insolation (e.g. 737,
175, and 50 kyr ago), leading to prolonged glacial periods.

Besides the climate forcing (CO2 and insolation), the ice
sheets themselves may also play a significant role in de-
termining which insolation maxima lead to interstadials or
terminations. Figure 6a shows the ice volume of the North
American ice sheet at the onset of all modelled terminations,
as a function of the climate forcing (external forcing index) at
that time. The termination onsets are defined as the maxima
in the modelled ice volume that preceded an uninterrupted
decrease to (near-)zero ice volume. These onsets therefore
represent an integrated mass balance of around zero and a
near-equilibrium with the climate forcing, before the inte-
grated mass balance becomes negative. This collection of ter-
minations spans an S-shaped curve, indicating a non-linearity
between ice-sheet volume and climate forcing. If the ice
sheet is small (< 20 m s.l.e.) it starts melting at relative warm
climates. This changes above the 20 m s.l.e. threshold and
below the 60 m s.l.e. threshold. Within this regime, a small
change in the climate forcing will substantially increase the
ice volume threshold for glacial terminations. When exceed-
ing the 60 m threshold, the S curve gradually levels off again,
and at ice volumes exceeding 75 m s.l.e., any additional cool-
ing will barely increase the ice volume at terminations. More-
over, even under LGM-like conditions, these large ice sheets
may start to lose mass, which could eventually lead to a
deglaciation.

The non-linearity between ice volume and climate forc-
ing is further explored by the gradual cooling simulation (see

the red line in Fig. 6a), where we gradually altered the cli-
mate from interglacial to glacial conditions over a period of
1 Myr. This simulation provides the ice sheet enough time to
readjust to any change in climate forcing, so that it is always
(nearly) in equilibrium. As the climate cools, first north-
eastern Canada and the Rocky Mountains will be covered
by ice, prompting the first increase in ice volume (< 20 m).
Afterwards, the majority of growth results from a (high-
latitude) west-ward expansion of the Laurentide ice sheet,
where it has space to grow driven by relatively cold climates.
The growth of the ice sheet is largely self-sustained by an in-
crease in ice-sheet height and albedo and, if allowed to fully
adjust to the climate forcing, creates the near-vertical profile
seen in Fig. 6a. Eventually, the Laurentide and Cordilleran
merge together at an ice volume of 54 m s.l.e., leading to
high growth rates due to the merging of ice flows and ab-
lation areas. This merging may also explain the relatively
low number of terminations around 50 m s.l.e., as indicated
by the blue histogram in Fig. 6a. We can see this in Fig. 6b
and c, where the extent at the onset of every termination
event below or above 50 m.s.l.e. is combined. This 50 m s.l.e.
boundary groups most of the separated or merged states of
the Cordilleran and Laurentide ice sheets. After the merging,
the ice sheet cannot migrate west or north but is forced to
thicken or grow to the warmer south, which eventually slows
down the growth and prevents further ice expansion.

These results suggest three ice-sheet volume regimes:
a small ice sheet (< 25 m s.l.e.) which easily melts; a
medium ice sheet that can grow rapidly through temperature–
elevation feedbacks and the merging of the Cordilleran
and Laurentide (> 25, < 60 m s.l.e.); and a large ice sheet
(> 60 m s.l.e.) which is sensitive to a change in climate due
to strong positive melt feedbacks, such as the melt–elevation
feedback, melt-albedo feedback, the formation of proglacial
lakes (see Scherrenberg et al., 2024), and a thermodynam-
ical decoupling (Bintanja and van de Wal, 2008). A sharp
increase in CO2, combined with the strong summer insola-
tion at glacial terminations, could then further accelerate the
melt of the ice sheets. A successfully modelled termination
therefore hinges on whether this melt feedback loop is trig-
gered. If the ice sheet falls within the large regime, a period
with strong summer insolation can more easily trigger the
melt feedback loop. CO2 and insolation conditions for which
a small or medium-sized ice sheet could survive can yield a
full collapse of a large ice sheet. Reversely, if the combina-
tion of CO2, insolation, and ice volume fails to trigger strong
enough melt feedback processes, the ice sheets do not fully
melt, prolonging the glacial period.

3.3 Disentangling CO2 and insolation

Our baseline simulation can capture the frequency change
during the MPT using prescribed changes in CO2 and sum-
mer insolation. In this section, we explore the model re-
sponse if either one is removed.
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Figure 6. Panel (a) shows the climate forcing (forcing index: insolation and CO2) and North American ice volume at the onset of deglacia-
tions (a). Black circles represent the baseline simulation, while grey represents the simulations that are introduced in Sect. 3.3 (constant CO2
or insolation). The red line belongs to the gradual cooling simulation. In blue, histograms showing the number of terminations per 10 m s.l.e.
ice volume bin. The extent of these terminations is shown in panels (b) and (c), with ice volumes either above (b) or below 50 m s.l.e. (c). The
colours in panels (b) and (c) indicate which percentage of the terminations in these two groups was covered by ice when the mass balance
became negative. We defined a deglaciation as a continuous melt phase leading to an ice volume of less than 8 m s.l.e. (∼ 10 % of LGM ice
volume).

We conduct four constant insolation simulations by apply-
ing the constant insolation at 0 kyr ago (implying a constant
caloric summer insolation of ∼ 5.8 GJ m−2), 5 kyr ago (“en-
hanced” insolation; ∼ 5.9 GJ m−2), 25 kyr ago (an insolation
minimum;∼ 5.4 GJ m−2), and 10 kyr ago (an insolation max-
imum; ∼ 6.1 GJ m−2). Note that the caloric summer insola-
tion at 0 kyr ago is close to the mean of the past 1.5 Myr
(5.84 GJ m−2). Each constant insolation simulation has the
same set-up as the baseline, but we apply a constant (monthly
varying) insolation. Temperature change results only from
CO2 and the albedo feedback. Note that the resulting glacial
periodicity can still match orbital cycles, as past CO2 levels
were not independent from insolation.

Time series of modelled sea level and benthic δ18O in
the constant insolation and baseline simulations are shown
in Fig. 7. Three out of four constant insolation experi-
ments do not capture the Early Pleistocene glacial cycles,
while the constant_insolation_5kyr_ago matches the glacial–
interglacial periodicity during the Pleistocene, though with
long interglacial periods during the Late Pleistocene.

Whether the constant insolation simulations match the pe-
riodicity depends on interglacial CO2 levels and the con-
stant insolation strength. In the Yamamoto et al. (2022)
record, interglacial CO2 levels are low during the Early
Pleistocene (∼ 240–250 ppm) and increase during the Late
Pleistocene, with high interglacial CO2 levels during the
past 400 kyr (∼ 260–270 ppm). If summer insolation is weak
(constant_insolation_0kyr_ago/25kyr_ago), only some Late
Pleistocene cycles are captured. If summer insolation is
relatively strong (constant_insolation_5kyr_ago), the low
interglacial CO2 levels during the Early Pleistocene can

trigger terminations. Very strong summer insolation (con-
stant_insolation_10kyr_ago) prevents the growth of ice and
the ice volume stays below the “small” threshold regime.

To investigate if orbital cycles alone can capture the
MPT in our set-up, we conduct simulations with con-
stant CO2 instead. As such, there is no change in CO2
concentration for glacial, interstadial, or interglacial pe-
riods. Figure 8b shows sea-level time series of simula-
tions forced by constant 240, 220, and 210 ppm CO2 con-
centrations (constant CO2 experiments). The modelled ice
volume differs substantially between these three simula-
tions: constant_CO2_240 yields small ice volumes (gener-
ally less than 50 m s.l.e.), which is around half of that in the
constant_CO2_220 and constant_CO2_210 simulations. The
ice sheets in the constant_CO2_240 simulation mostly melt
at 41 kyr intervals. The constant_CO2_220 largely follows
the glacial–interglacial periodicity during the Early Pleis-
tocene and also captures some of the termination events
and prolonged glacial periods during the Late Pleistocene.
Constant_CO2_210 has an even lower CO2 concentration,
leading to long glacial cycles. In all these simulations, the ice
sheets can still fully melt, despite low constant CO2 concen-
trations. This is facilitated by positive melt feedbacks com-
bined with strong summer insolation.

Figure 9 shows wavelet transforms of the sea level and
compares this to the summer insolation, which represents the
only driver of temperature change in the constant CO2 simu-
lations. Constant_CO2_240 and constant_CO2_220 simula-
tions show 41 kyr periodicity during the Early Pleistocene,
but this generally persists into the Late Pleistocene. While
constant_CO2_220 and constant_CO2_210 show increased
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Figure 7. Time series of prescribed CO2 (a), insolation (b), sea level (c), and δ18O (d). CO2 reconstruction by Yamamoto et al. (2022; (a)),
sea level by Rohling et al. (2021; (c)), and δ18O Ahn et al. (2017; (d)) all shown in grey.

Figure 8. Time series of caloric summer half-year insolation (a), sea level (b), and δ18O (c) of the experiments with constant 240 ppm (red),
220 ppm (cyan), and 210 ppm (blue) CO2 levels. Observed sea level (Spratt and Lisiecki, 2016; (b)) and δ18O (Ahn et al., 2017; (c)) are
shown in grey. Note that the δ18O of sea water is calculated using CO2, and all variability of δ18O in the constant_CO2 simulations therefore
results from the ice sheets.

periodicity when insolation maxima are skipped, neither
maintain a prolonged 100 kyr periodicity.

While precession is present in the climate forcing
(Fig. 9d), the ∼ 20 kyr signal is mostly absent in the fre-
quency spectrum of the modelled sea level. Terminations are
initiated when insolation is strong enough to initiate positive
melt feedbacks. The insolation threshold for a termination
depends also on CO2, as the constant_CO2_ 240, 220, and
210 simulations generally melt at a caloric summer half-year
insolation of roughly 5.9, 6.0, and 6.1 GJ m−2 respectively.
The terminations tend to occur during peaks in the caloric
insolation (generally obliquity), while many smaller peaks
(mostly precession) are skipped. Additionally, we have used
caloric summer insolation as a driver for temperature change,
which accounts for a change in the duration of the melt sea-
son that is caused by, and partly compensates for the preces-

sion signal (see Huybers, 2006). Terminations will therefore
tend to correlate to obliquity maxima and filter out preces-
sion. The resulting ice volume frequency spectrum will then
be dominated by the successful terminations.

4 Discussion

In this study we simulate the 1.5 Myr Northern Hemisphere
ice-sheet evolution using climate forcing driven by pre-
scribed CO2 and insolation and implicit ice-sheet–climate
interactions. Using these driving forces, we are able to cap-
ture the glacial cycle frequency change at the MPT without
any change in model set-up or basal friction. Our modelled
MPT results mainly from the prescribed CO2 record: in the
Late Pleistocene, low interstadial CO2 levels are maintained
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Figure 9. Wavelets showing the frequency in the sea level of 240 ppm (a), 220 ppm (b), and 210 ppm (c), compared to caloric summer
half-year insolation (d). Corresponding time series are shown in white.

throughout some insolation maxima, prolonging the glacial
period.

While we do simulate the frequency change and Late
Pleistocene ice volume, we only obtain a small shift in the
sea-level amplitude across the MPT. Our simulations are
forced by and dependent on the leaf-wax proxy CO2 record
by Yamamoto et al. (2022), which is currently the only con-
tinuous CO2 record of the past 1.5 Myr. This record has rel-
atively low Early Pleistocene (inter)glacial CO2 levels com-
pared to boron-isotope-based records (e.g. see Chalk et al.,
2017) and carbon-cycle modelling results (e.g. Willeit et al.,
2019). If Early Pleistocene CO2 concentrations are indeed
underestimated in the Yamamoto et al. (2022) record, this
would lead to temperatures that are too low, and thereby gen-
erate too large an ice volume amplitude. Additionally, we
applied a constant (present-day) sediment map, leading to
friction that is too high and consequentially ice volume that
is too large during the Early Pleistocene. However, we also
show that ice volume influences the termination events, and a
different ice-sheet size may collapse at different CO2 and in-
solation intensity. As such, our lack of substantial amplitude
change may influence our results.

Our North American ice volume shows a threshold regime:
small ice sheets melt easily. Medium ice sheets are less sen-
sitive due to their location combined with the merging of

the Cordilleran and Laurentide ice sheet, inducing a posi-
tive feedback, in agreement with Bintanja and van de Wal
(2008). Large ice sheets have a long southern margin and
are sensitive to small increases in temperature. A successful
termination hinges on whether the climate forcing (CO2 and
insolation) and ice volume can trigger a strong melt feed-
back, which is facilitated by melt–elevation feedback and
proglacial lakes. These threshold regimes are in line with
several studies that suggest that the Late Pleistocene termi-
nations only take place if ice volume is large enough (Par-
renin and Paillard, 2003; Bintanja and van de Wal 2008;
Abe-Ouchi et al., 2013; Verbitsky et al., 2018; Berends et
al., 2021a). Additionally, several studies (see Parrenin and
Paillard, 2003; Berends et al., 2021a; Legrain et al., 2023)
used conceptual models to show that such a threshold be-
haviour could lead to a change in glacial–interglacial period-
icity; here we show the same for a more realistic bed topog-
raphy and climate.

This threshold behaviour may also explain why the Late
Pleistocene glacial terminations only take place during some,
but not all, insolation maxima. Low interstadial CO2 lev-
els may cause an insolation maximum to be skipped if the
ice sheet is medium-sized, but even lower glacial CO2 con-
centrations could potentially still generate a full collapse if
the ice sheet is large-sized. The periodicity of the benthic
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δ18O record is then dominated by the successful termina-
tions, which only occur when the combination of insolation,
CO2 and ice volume are able to trigger a strong enough melt
feedback loop.

These ideas are further explored by simulations that use
constant CO2 levels or insolation. Using constant insolation,
we are able to generate the terminations of the Early and
Late Pleistocene, though whether these glacial cycles are
captured is conditional to a narrow range of constant caloric
summer insolation combined with the prescribed interglacial
CO2 levels. If interglacial CO2 is high (Late Pleistocene),
terminations are possible at lower constant summer insola-
tion. If interglacial CO2 is low (Early Pleistocene, according
to Yamamoto et al., 2022), stronger constant summer insola-
tion is needed for terminations.

If we used constant CO2 instead, we could capture the
41 kyr cycles of the Early Pleistocene. Using low constant
CO2 levels (220 ppm), we could capture the Early Pleis-
tocene cycles and some Late Pleistocene glacial cycles. How-
ever, no persistent 100 kyr periodicity was established. This
is partially in line with conceptual model results by Legrain
et al. (2023), finding that orbital cycles alone can capture
some (but not all) characteristics of the MPT. However, if the
carbon cycle were modelled and CO2 were allowed to freely
evolve, the modelled glacial–interglacial frequency could be
different. For example, an intermediate complexity model
simulation with active carbon-cycle component by Willeit
et al. (2019) generated a persistent 100 kyr periodicity with
only orbital forcing.

The climate forcing of the constant_CO2 simulations is
driven by insolation, which encloses a precession signal. This
signal is filtered from the modelled ice volume as deglacia-
tions are only triggered if summer insolation is strong, which
tends to filter out the relatively weaker insolation maxima
(induced by precession). The resulting ice volume frequency
is therefore dominated by obliquity, as only these trigger
successful terminations in the Early Pleistocene. This idea,
which proposes that a threshold in caloric summer insolation
can generate precession cancellation, has also been suggested
by Tzedakis et al. (2017). In this study, we have found that
the non-linear response of the Northern Hemisphere ice sheet
towards climate forcing can filter out the precession signal.

We also found a very strong sensitivity to the constant CO2
levels, as a decrease from 240 to 220 ppm CO2 yields a dou-
bling in ice volume. While it is uncertain if this sensitivity
fully holds up in a fully coupled Earth system model set-
up, it does partially agree with similar experiments using an
intermediate complexity model (see Ganopolski and Calov,
2011). However, their 240 ppm CO2 level already shows
some skipped terminations at obliquity maxima, while our
simulation yields a persistent 41 kyr periodicity in our simu-
lation instead.

This high sensitivity to CO2 also highlights the impor-
tance of accurate CO2 reconstructions to detect the changes
in long-term CO2 concentration over the MPT. We have used

a leaf-wax record (Yamamoto et al., 2022) that has (indi-
rectly) reconstructed CO2, which was calibrated to the (di-
rectly measured) CO2 record obtained from air trapped in-
side ice (Bereiter et al., 2015). However, the leaf-wax record
has larger uncertainties compared to ice cores, and as such,
CO2 records before the ice core (800 kyr ago) are still uncer-
tain. Nevertheless, the shift from 41 to 100 kyr periodicity in
the CO2 record is also found in boron-based CO2 reconstruc-
tions (e.g. Dyez et al., 2018). Therefore, the frequency shift
in CO2 is consistent among different CO2 records. Our Early
Pleistocene baseline simulation results generally agree with
Watanabe et al. (2023), who found based on ice-sheet model
simulations that the Early Pleistocene glacial cycles follow
from orbital oscillations, with minimal effect from CO2. We
were however able to capture the Early Pleistocene cycles us-
ing either constant CO2 levels or a narrow range of constant
insolation.

Simulating 1.5 Myr requires a trade-off between explic-
itly modelling processes and computational time. While we
simulate some ice-sheet–climate interactions, they are more
complex in reality. For example, we do not include any feed-
back from the ocean circulation or sea ice. Another limita-
tion of our approach is that the climate forcing is only based
on just two ensemble-mean climate time slices. This choice
was made due to the large differences between climate mod-
els, whereas the PMIP4 ensemble shows good results (see
Kageyama et al., 2021). These GCM simulations were con-
ducted with a prescribed LGM ice sheet, and the high albedo
of the ice sheet leaves a cold imprint on the temperature field
and creates a large temperature gradient between ice and ice-
free areas. If the ice volume is close to LGM, the extent will
therefore be close as well. We do not see this as a limitation,
as our main goal here is not to make accurate reconstructions
but rather focus on the long-term ice volume change and the
processes behind the change in glacial cycle periodicity.

The simulated MPT, and much of the glacial–interglacial
variability of the past 1.5 Myr, results from a change in the
prescribed CO2 forcing, but the origin of the amplitude and
frequency in the CO2 record remains uncertain and was not
studied here. As we use prescribed CO2 (failed), termina-
tions are already present in the CO2 record: high CO2 lev-
els could be a symptom of successful terminations, while
low CO2 levels could be a symptom of unsuccessful termi-
nations. Our model then replicates these failed and success-
ful terminations. However, even with constant CO2 levels,
we can simulate many terminations during the Late Pleis-
tocene, even though the overall periodicity does not match.
A low constant CO2 concentration (210 ppm) does skip sev-
eral of these terminations. This suggests that the melt of the
ice sheet could have been prompted by insolation, but it has
been enhanced by an increase in CO2. However, our simula-
tions do not explain the change in frequency and amplitude
present in the CO2 record, which involves ice-sheet–carbon-
cycle interactions. To conclude, our results suggest that CO2
could have a key role in the MPT and that maintaining low
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CO2 levels during insolation maxima could lengthen glacial
cycles. However, to truly uncover the origin of the MPT will
require a coupled ice-sheet–climate–carbon-cycle model.

5 Conclusions

In this study, we simulate the Northern Hemisphere ice-sheet
evolution during the past 1.5 Myr using an ice-sheet model
forced by prescribed CO2 and insolation forcing and implicit
climate–ice-sheet interactions. Our main goal is to simulate
and investigate the frequency change during the MPT. Addi-
tionally, we investigate the separate contribution from CO2
and insolation by conducting experiments using constant in-
solation or constant CO2. Our main conclusions are as fol-
lows:

– Our experiments suggest that the MPT can be simulated
by prescribing only CO2 and summer insolation as forc-
ing, though both CO2 and insolation are necessarily to
fully capture the frequencies of the system over the past
1.5 Myr.

– The size of the ice sheet itself affects its stability and the
CO2 levels and insolation thresholds at which it melts.
We show three “threshold regimes” for the North Amer-
ican ice sheet: a small North American ice sheet that
melts at relatively warm climates and a medium-sized
ice sheet that is less sensitive towards collapse as it can
grow towards (high-latitude) central Canada, where the
Cordilleran and Laurentide ice sheets merge, converg-
ing ice flows and merging ablation zones. The “large”
ice sheets can only thicken or grow towards the warmer
south, reducing growth rates. These large ice sheets can
easily melt through positive melt feedbacks, such as the
ice albedo, melt–elevation feedbacks, and the creation
of proglacial lakes.

– Deglaciations at insolation maxima may be skipped if
CO2 levels are low. If CO2 remains low during an inso-
lation maximum, the threshold at which feedback pro-
cesses (e.g. albedo and melt–elevation interactions, and
proglacial lakes) trigger a self-sustained collapse of the
ice sheet is not reached, prolonging the glacial cycle.
Thus, maintaining low CO2 during insolation maxima
may increase glacial cycle periodicity.

– In agreement with reconstructions, none of our simu-
lations capture a strong precession signal, even though
precession is present in the insolation forcing. Caloric
summer insolation maxima due to precession are
weaker compared to obliquity. As such, the ice sheets
are less likely to melt at precession maxima. The mod-
elled ice volume frequency spectrum is then dominated
by successful terminations, coinciding with strong inso-
lation maxima (obliquity) and thus filtering out preces-
sion.

In this study, CO2 is used as model forcing, while in reality
CO2 is also a feedback resulting from the complex interac-
tions in the carbon cycle. Our results show that CO2 can play
a key role in the MPT, but to unravel the mechanisms of the
MPT in more detail requires a model not only with ice, cli-
mate, and prescribed CO2 but also with an explicit carbon
cycle.

Appendix A: Climate forcing

The ice sheet is forced with transient changing precipitation
and temperature forcing. To reduce computational resources
compared to coupled ice–climate set-ups, we interpolate be-
tween pre-calculated LGM and PI climates using a matrix
method (see Berends et al., 2018; Scherrenberg et al., 2023).
For the monthly (mnth) temperature forcing (T ) at each grid
cell (xy), we use the following linear interpolation:

T (x,y,mnth)= wT (x,y)TPI (x,y,mnth)

+ (1−wT (x,y))TLGM (x,y,mnth) . (A1)

wT represents the interpolation weight and depends on exter-
nal forcing (we) and an albedo feedback (wa). We allow some
extrapolation for colder than LGM or warmer than present-
day climates, though each interpolation weight is capped be-
tween −0.5 and 1.5.

The external forcing interpolation weight depends on CO2
(CO2; obtained from Yamamoto et al., 2022 or Bereiter et
al., 2015) and caloric summer half-year insolation at 65° N
(Q

65° N
; Tzedakis et al., 2017). We use the following equa-

tion to calculate the weight from the prescribed forcing:

we =
CO2− 190ppm

280ppm− 190ppm
+

Q
65° N
− 5.8GJm−2

0.55GJm−2 . (A2)

This ratio was obtained by conducting a preliminary ex-
periment based on de Boer et al. (2013) and Berends et
al. (2021b), where we modify we to obtain good agreement
with benthic δ18O from Ahn et al. (2017). We then fitted the
resulting we to CO2 and insolation and fine-tuned it to obtain
Eq. (A2).

To calculate wa (the albedo feedback), we first calculate
2D fields of the amount of insolation that is absorbed by the
surface (I ). This depends on surface albedo (αs) and the grid-
cell insolation at the top of the atmosphere (Q):

I (x,y)=
∑12

mnth=1
Q (x,y,mnth) (1−αs (x,y,mnth)) . (A3)

The albedo is generated by the ice-sheet model. First a back-
ground albedo is applied based on the ice (0.5), land (0.2),
and ocean (0.1) surfaces. We then add a layer of snow that
can increase albedo to up to 0.85. Using masks, climate, and
insolation from PI and LGM, we calculate absorbed insola-
tion fields for the climate time slices as well (IPI and ILGM).
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Using these three fields, we calculate a local interpolation
weight for absorbed insolation (wi):

wi (x,y)=
I (x,y)− ILGM (x,y)
IPI (xy)− ILGM (xy)

. (A4)

Albedo has both a local and regional effect. We apply a
Gaussian smoothing of 200 km on wi to obtain wi,smooth.
We also calculate a domain-average wi, which is wi,domain.
These three interpolation fields are then combined to obtain
the albedo feedback, following the approach by Berends et
al. (2018):

wa (x,y)=

wi (x,y)+ 3wi,smooth (x,y)+ 3wi,domain (x,y)
7

. (A5)

The albedo interpolation weight is then combined with the
external forcing to obtain the wT from Eq. (A1):

wT (x,y)=
3we (x,y)+wa (x,y)

4
. (A6)

As such, temperature depends on CO2, caloric summer half-
year insolation, and a spatially varying albedo/insolation
field.

To interpolate precipitation (P ), we use the following
equation:

P = exp
(

(1−wP (x,y)) log(PPI (x,y,mnth))
+wP (x,y) log(PLGM (x,y,mnth))

)
. (A7)

wP is the interpolation weight for precipitation and is cal-
culated with respect to local and domain-wide topography
changes, reflecting changes in atmospheric circulation and
the dry climates on top of ice domes. First, we calculate the
total change in topography (s) in the domain with respect to
PI and LGM:

ws,domain =

∑
s−

∑
sPI∑

sLGM−
∑
sPI
. (A8)

ws,domain is the interpolation weight from a domain-wide
change in topography. If a grid cell has ice during the LGM
and thus a large change in topography, we also interpolate
with the local topography change:

ws,local (x,y)=
S (x,y)− SPI (x,y)

SLGM (x,y)− SPI (x,y)
ws,domain (x,y) . (A9)

However, if a grid cell had ice during neither PI nor LGM,
ws,local is equal to ws,domain. To obtain the final interpolation
weight (wP ), we combine the local and domain-wide topog-
raphy change:

wP (x,y)= ws,local (x,y)ws,domain (x,y) . (A10)

Appendix B: δ18O model

IMAU-ICE includes a benthic δ18O routine, which calcu-
lates the δ18O contribution from ice volume and deep-water
temperature. This method is based on de Boer et al. (2013)
and Berends et al. (2021b). Deep-water temperature change
(1Td) is based on CO2 levels (CO2):

1Td=
(

280ppm−CO2
280ppm− 190ppm

)
2.5°C. (B1)

A 3000 kyr running mean is applied to reflect the lag between
atmospheric and deep-ocean temperatures. We then multiply
this by 0.28 to obtain the δ18O contribution from deep-water
temperature.

For the ice sheets, we calculate a δ18O contribution for ev-
ery grid cell (I ). We calculate a δ18O of snow accumulation
based on Clarke et al. (2005):

I (x,y)= Iref (x,y)+ 0.35(T (x,y)− TPI (x,y)

−γ (s (x,y)− sPI (x,y)))
− 0.0062(s (xy)− sPI (xy)) . (B2)

Here, T represents the annual mean temperature, s represents
the surface topography, and y represents the lapse rate of
0.008 K m−1. The total contribution from each ice sheet is
added together and multiplied by 1.1 to reflect that we do not
simulate Antarctica. Iref, which is the (present-day) reference
isotope concentrations, is calculated using the following pa-
rameterization by Zwally and Giovinetto (1997):

Iref (x,y)= 0.691× T (x,y)− 202.172. (B3)

We then add the deep-water and ice-sheet contributions to-
gether to obtain the benthic δ18O.

Code and data availability. The ice-sheet model IMAU-ICE is
described by Berends et al. (2022). The model version and configu-
ration files used for the simulations, as well as the model output at
2 kyr (2D fields) and 100-year (scalar) output frequency, are avail-
able on Zenodo (https://doi.org/10.5281/zenodo.15108443, Scher-
renberg et al., 2025). Additional information or 2D fields can be
requested by contacting the corresponding author. To conduct the
simulations, additional files are required. These include the pre-
scribed CO2 (see Bereiter et al., 2015; Yamamoto et al., 2022),
climate forcing (PMIP4 database: https://esgf-node.ipsl.upmc.fr/
search/cmip6-ipsl/, Earth System Grid Federation, 2024), insola-
tion (Laskar et al., 2004, Tzedakis et al., 2017), initial topography
(ETOPO: https://doi.org/10.7289/V5C8276M, Amante and Eakins,
2009; BedMachine: https://doi.org/10.5067/5XKQD5Y5V3VN,
Morlighem et al., 2015), and basal friction (Gowan et al., 2019;
Laske and Masters, 1997). For more information, contact the corre-
sponding author.

Supplement. The supplement related to this article is available
online at https://doi.org/10.5194/cp-21-1061-2025-supplement.
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