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Abstract. We present transient simulations of the last glacial
inception using the Earth system model CLIMBER-X with
dynamic vegetation, interactive ice sheets, and visco-elastic
solid Earth responses. The simulations are initialized at
the middle of the Eemian interglacial (125 kiloyears be-
fore present, ka) and run until 100ka, driven by prescribed
changes in Earth’s orbital parameters and greenhouse gas
concentrations from ice core data.

CLIMBER-X simulates a rapid increase in Northern
Hemisphere ice sheet area through MIS5d, with ice sheets
expanding over northern North America and Scandinavia, in
broad agreement with proxy reconstructions. While most of
the increase in ice sheet area occurs over a relatively short pe-
riod between 119 and 117 ka, the larger part of the increase
in ice volume occurs afterwards with an almost constant ice
sheet extent.

We show that the vegetation feedback plays a fundamen-
tal role in controlling the ice sheet expansion during the last
glacial inception. In particular, with prescribed present-day
vegetation the model simulates a global sea level drop of only
~ 20 m, compared with the ~ 35 m decrease in sea level with
dynamic vegetation response. The ice sheet and carbon cycle
feedbacks play only a minor role during the ice sheet expan-
sion phase prior to ~ 115 ka but are important in limiting the
deglaciation during the following phase characterized by in-
creasing summer insolation.

The model results are sensitive to climate model biases
and to the parameterization of snow albedo, while they show
only a weak dependence on changes in the ice sheet model
resolution and the acceleration factor used to speed up the
climate component.

Overall, our simulations confirm and refine previous re-
sults showing that climate—vegetation—cryosphere feedbacks
play a fundamental role in the transition from interglacial to
glacial states characterizing Quaternary glacial cycles.

1 Introduction

Modelling of glacial inceptions, i.e. the relatively fast (com-
pared to the duration of glacial cycles) transitions of the Earth
system from an interglacial (no significant ice sheets over the
northern continents, except for Greenland) to a glacial state,
caused by lowering of the boreal summer insolation, is a cru-
cial test for the Milankovitch theory of glacial cycles (Mi-
lankovitch, 1941). Milutin Milankovitch was the first who
used mathematical modelling to test the hypothesis that the
lowering of boreal summer insolation associated with pre-
cession and obliquity cycles is sufficient to cause growth of
northern ice sheets. In his “Cannon of insolation”, using a
simple energy balance model and taking into account the
ice—albedo feedback, Milankovitch estimated that a typical
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decrease in summer insolation would cause a lowering of the
snow line by about 1km and would cause a southward ex-
pansion of ice cover up to 55° N.

A set of transient and equilibrium experiments with the
Earth system models of intermediate complexity (EMIC)
CLIMBER-2 (Calov and Ganopolski, 2005) demonstrated
that glacial inception could be interpreted as a bifurcation
transition in the Earth system in the phase space of orbital
forcing, defined as the maximum summer insolation at 65° N.
This idea was explicit already in classical work by Weert-
man (1976) but was not tested before with geographically
explicit climate—ice sheet models. Calov and Ganopolski
(2005) traced both equilibrium states in summer insolation-
phase space and found a wide range of insolations for which
multistability of the climate cryosphere system exists. They
also show that there is a second important dimension of the
phase space, the atmospheric CO;, concentration. This find-
ing was confirmed using a completely different model in
Abe-Ouchi et al. (2013). A detailed analysis of the critical
relationship between summer insolation and CO, was per-
formed with the CLIMBER-2 model in Ganopolski et al.
(2016), where a logarithmic relationship between critical
CO, concentration and insolation was found. This result has
been recently corroborated by the new CLIMBER-X model
(Talento et al., 2023).

Since the most recent glacial inception, which began be-
tween 120 and 115ka, is, compared to previous glacial in-
ceptions, relatively well covered by paleoclimate data and
occurred during one of the deepest (the second lowest dur-
ing the late Quaternary) boreal summer insolation minima, it
is often used for testing Milankovitch theory. Until recently,
complex climate models based on general circulation mod-
els (GCMs) did not include ice sheet components and thus
could not simulate the evolution of ice sheets, which can
be directly compared with existing paleoclimate data. So-
called time slice simulations with fixed orbital parameters
and greenhouse gas (GHG) concentrations corresponding to
the insolation minimum (115 or 116 ka) have been tradition-
ally performed instead. In such simulations, an establishment
of perennial snow cover over at least several model grid cells
in northern North America and/or Eurasia was considered
to be the criterion for a successful simulation of glacial in-
ception. A number of such simulations have been performed
during the past 4 decades (e.g. Royer et al., 1983; Rind et al.,
1989; Dong and Valdes, 1995; Vavrus, 1999; Vettoretti and
Peltier, 2011; Jochum et al., 2012). Similar time slice ex-
periments using climate model output to force a standalone
ice sheet model have also been performed (e.g. Born et al.,
2010). Overall, the results of these simulations in terms of
simulated (or not simulated) areas of perennial snow cover
and their locations have been diverse. In many simulations,
perennial snow cover did not appear even under such extreme
orbital forcing or appeared in locations not supported by pa-
leoclimate reconstructions. This is not surprising, since cli-
mate models used for paleoclimate studies usually have a
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coarse spatial resolution, which has been shown to have a
significant impact on simulations of glacial inception (e.g.
Vavrus et al., 2011; Birch et al., 2017). No less important
is the fact that climate models tend to have climate biases
often comparable in magnitude with the simulated climate
response to orbital forcing. Some studies (e.g. Vettoretti and
Peltier, 2003) demonstrated a significant influence of climate
biases on the simulation of glacial inception. It was also pro-
posed that the failures to simulate glacial inception in climate
models can be related to the omission of some positive feed-
backs, such as the climate—vegetation feedback (De Noblet
et al., 1996). Several studies demonstrated that a weakening
of the Atlantic Meridional Overturning Circulation (AMOC)
during glacial inception (e.g. Yin et al., 2021) could poten-
tially affect ice growth in North America (Khodri et al., 2001)
or Scandinavia (Lofverstrom et al., 2022). The role of GHGs
was also investigated (e.g. Vettoretti and Peltier, 2011), but
since the last glacial inception began when concentrations of
CO» and other GHGs were close to pre-industrial values, it
is clear that climate—carbon cycle feedbacks can contribute to
the rate of ice sheet growth but not to the initial ice growth.
So far, only a few attempts have been made to simulate the
last glacial inception with ice sheet models asynchronously
coupled to atmospheric GCMs (Gregory et al., 2012; Her-
rington and Poulsen, 2012; Tabor and Poulsen, 2016) but
have generally failed to grow enough ice to match sea level
reconstructions, even when using permanent coldest orbit
(116ka). Many more simulations of the last glacial incep-
tion and even full glacial cycles have been performed with
different types of simplified, geographically explicit climate—
ice coupled models. In particular, 2D energy balance climate
models were coupled with 2D (Peltier and Marshall, 1995;
Tarasov and Peltier, 1997) and later 3D thermomechanical
ice sheet models (Tarasov and Peltier, 1999) to simulate the
last glacial cycle. More recently, different EMICs were ap-
plied in transient simulations of the last glacial inception and
the entire last glacial cycle (or even several glacial cycles)
(Calov et al., 2005a; Bonelli et al., 2009; Ganopolski et al.,
2010; Heinemann et al., 2014; Ganopolski and Brovkin,
2017; Bahadory et al., 2021). While EMICs are much more
computationally efficient than GCMs, which allows for the
performance of many long-term (orbital timescale) simu-
lations, they usually have even larger climate biases than
GCMs. This often causes significant misplacement of sim-
ulated ice sheets during glacial inception compared to paleo-
climate reconstructions (Calov et al., 2005a; Bonelli et al.,
2009; Bahadory et al., 2021), and it was shown that the
correction of temperature biases significantly improves the
agreement between simulated and reconstructed ice sheets
evolution during glacial inception (Ganopolski et al., 2010).
EMICs are computationally fast enough to allow large en-
semble of simulations to be performed, exploring the depen-
dence of simulated glacial inception on model parameters
(e.g. Bahadory et al., 2021) and its sensitivity to different
factors (e.g Calov et al., 2005a). Calov et al. (2005a) and
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Calov et al. (2009) found that the transition from interglacial
to glacial state is characterized by two timescales associated
with different mechanisms. They have shown that the initial
growth of ice sheets begins nearly simultaneously at several
nucleation centres in high latitudes and high elevations of
the Northern Hemisphere, and the lateral spreading occurs
only through the slow motion of ice sheets, resulting in rather
low initial rate of ice volume increase. However, at a certain
time corresponding to a sufficiently low summer insolation,
an abrupt expansion of the ice sheet area occurs through the
positive albedo feedback. This leads to a rapid increase in ac-
cumulation area and causes a significant acceleration of the
ice volume growth rate. Over the past 20 years since the pub-
lication of Calov et al. (2005a), the phenomenon of rapid ex-
pansion of ice sheet accumulation area through albedo feed-
back mechanisms was either not found or not properly dis-
cussed by other authors, although it is likely that a similar
mechanism operated in simulations described in Bahadory
et al. (2021). This is why it is essential to revisit this topic as
new and improved modelling tools become available.

In this study we build on our experience in modelling
glacial cycles with the CLIMBER-2 model and employ the
newly developed Earth system model CLIMBER-X (Willeit
et al., 2022, 2023) with interactive ice sheets, visco-elastic
solid Earth response and dynamic vegetation to simulate the
last glacial inception from 125 to 100 ka. CLIMBER-X op-
erates at a relatively high horizontal resolution of 5° for the
climate model and 32km for the ice sheet model and in-
cludes a rather detailed representation of the processes which
have been found to be potentially important to simulate the
interglacial-glacial transition, making it a powerful tool to
explore mechanisms and feedbacks at play during the last
glacial inception.

The paper first describes the model and in particular the
ice sheet surface mass balance computation and the ice sheet
coupling strategy (Sect. 2), with more details provided in the
Appendix. The experimental setup is then presented (Sect. 3)
followed by a description of the results of the model simula-
tions (Sect. 4) and finally discussions and conclusions.

2 Model description and setup

To simulate the last glacial inception we use the Earth sys-
tem model CLIMBER-X (Willeit et al., 2022, 2023), which
is a major step forward in modelling capabilities compared
to its predecessor CLIMBER-2, with a much higher spatial
resolution both in climate and ice sheets and substantial im-
provements in all components: atmosphere, ocean, sea ice,
vegetation, ice sheets, and surface mass balance scheme. The
CLIMBER-X climate model component includes a semi-
empirical, statistical dynamic atmosphere model, a 3D fric-
tional geostrophic ocean model, a dynamic thermodynamic
sea ice model, and a land surface and dynamic vegetation
model, all with a horizontal resolution of 5° x 5°.
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Additionally, the two ice sheet models SICOPOLIS
(Greve, 1997) and Yelmo (Robinson et al., 2020) are part
of CLIMBER-X (Willeit et al., 2022). In the present study
we employ SICOPOLIS to model the Northern Hemisphere
(NH) ice sheets since it has already been extensively ap-
plied to NH glaciation studies, particularly in the framework
of the CLIMBER-2 model (e.g. Calov et al., 2005a, 2009;
Ganopolski et al., 2010; Willeit et al., 2019), the predecessor
of CLIMBER-X. In CLIMBER-X we make use of one of the
latest versions of SICOPOLIS (v5.3; SICOPOLIS Authors,
2022), which is based on the shallow-ice approximation for
grounded ice, the shallow-shelf approximation for floating
ice and hybrid shallow-ice—shelfy-stream dynamics for ice
streams (Bernales et al., 2017). The enthalpy method of
Greve and Blatter (2016) is used as thermodynamics solver.
The ice sheet model is applied to the NH at a default horizon-
tal resolution of 32 km. The performance of the standalone
SICOPOLIS model for present-day Greenland has been pre-
sented in Calov et al. (2018). Since we concentrate on the
NH, Antarctica is prescribed at its present-day state in this
study based on the assumption that the Antarctic ice sheet
contribution to global ice volume changes during the glacial
inception is small. Different modelling studies confirmed that
during this time period the Antarctic contribution to global
sea level drop is only about 5 m (e.g. Huybrechts, 2002; Al-
brecht et al., 2020), about 10% of global sea level variations
reconstructed for this period.

The coupling of the ice sheet model to the other
CLIMBER-X components is schematically illustrated in
Fig. 1 and further details of SICOPOLIS are presented in Ap-
pendix A.

A physically based surface energy and mass balance
scheme (SEMIX, Surface Energy and Mass balance Interface
for CLIMBER-X) is used to interface the ice sheet model
with the atmosphere. In the ice sheet modelling commu-
nity it is still common to use the simple positive-degree-day
(PDD) model (e.g. Braithwaite, 1984; Reeh, 1991) for the
computation of surface melt. However, this simplified ap-
proach computes melt only from near-surface air tempera-
ture, with potentially important implications on the simulated
response of the surface mass balance to orbital forcing and
climate change (e.g. Bauer and Ganopolski, 2017; Van De
Berg et al., 2011; Bougamont et al., 2007). To address some
of the limitations of the PDD scheme, so-called insolation—
temperature methods (ITMs) have been developed that ex-
plicitly account for absorbed surface solar radiation (Robin-
son et al., 2010; van den Berg et al., 2008; Pollard, 1980;
Pellicciotti et al., 2005; Krebs-Kanzow et al., 2018). Re-
cently, energy balance schemes or land surface models have
also been applied to compute the surface mass balance of ice
sheets (e.g. Kapsch et al., 2021; Lipscomb et al., 2013; Ack-
ermann et al., 2020). Similarly to these models, SEMIX also
explicitly resolves the surface energy balance and is largely
based on the ideas in Calov et al. (2005a), but with notable
modifications and improvements. The climate model fields
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Figure 1. Schematic illustration of the coupling of the ice sheets to the other CLIMBER-X model components. The colours of the arrows
indicate the coupling frequency, while the colours of the boxes represent the internal time step of the different model components. The
abbreviations in the figure are as follows: SMB stands for surface mass balance, T stands for 10 m firn temperature, Zg,, stands for surface
elevation, Hj stands for ice thickness, Zeq stands for bedrock topography, Zy e stands for ice sheet base elevation, BMB stands for basal
mass balance, Tocn Stands for seawater temperature, and Socn stands for seawater salinity.

needed by SEMIX are first bilinearly interpolated from the
coarse-resolution climate model grid (5° x 5°) onto the high-
resolution ice sheet model grid, where SEMIX operates. Sub-
sequently, temperature, humidity, and radiation fields are el-
evation corrected. We do not account for the additional oro-
graphic effect on precipitation. Such an effect is crudely ac-
counted for by the atmospheric component of CLIMBER-X,
which has a much higher resolution compared to CLIMBER-
2, where a parameterization of the orographically forced pre-
cipitation was included (Calov et al., 2005a). Snow albedo
depends on snow grain size and the concentration of dust in
snow, while bare ice sheet albedo transitions between firn-
like values, clean-ice values, and dirty-ice values depending
on the age of ice and the time it has been exposed to the
atmosphere. CLIMBER-X includes an interactive dust cy-
cle (Willeit et al., 2022, 2023), and the dust concentration
in snow is computed from the simulated dust deposition flux.
The surface energy balance equation is then solved follow-
ing a similar approach as over land and sea ice as described
in Willeit and Ganopolski (2016) and Willeit et al. (2022),
and the surface mass balance is finally derived accounting for
snowfall, rainfall, evaporation or sublimation, melt, refreez-
ing, and runoff. The performance of SEMIX for Greenland
in the fully coupled CLIMBER-X configuration has already
been presented in Honing et al. (2023). In order to com-
pute the annual surface mass balance, SEMIX is called ev-
ery 10 years over a full year with a time step of 1d. As long
as the forcing is slow enough, a higher frequency of SEMIX
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calls is not needed to accurately capture the climatological
evolution of the surface mass balance because CLIMBER-X
does not resolve weather and internal inter-annual variability.
SEMIX is described in detail in Appendix B.

The surface mass balance of ice sheets is largely con-
trolled by air temperature and precipitation and relatively
small climate model biases can result in large changes in
simulated ice sheets (e.g. Niu et al., 2019). In accordance
with Milankovitch theory, ice sheets are particularly sensi-
tive to summer temperatures, which control snow and ice
melt. Thus, even small summer temperature biases, which
are common even in state-of-the-art climate models (e.g. Fan
et al., 2020), can therefore preclude a realistic simulation
of ice sheet growth and decay. In CLIMBER-X, present-
day summer temperature biases over NH land are generally
within a few degrees (Fig. 2a). However, in the area around
Hudson Bay and the Labrador Peninsula, simulated summer
temperatures are up to ~5 °C too warm. Biases of this or-
der of magnitude are comparable to the temperature changes
induced by changing orbital configuration (Fig. 2b) and can
consequently strongly affect the simulated ice sheet distri-
bution. Therefore, similarly to Ganopolski et al. (2010), in
SEMIX we implemented a temperature bias correction over
northern North America as shown in Fig. B1. The bias cor-
rection is applied throughout the year as a constant offset in
the computation of the surface energy balance. The reason-
ing behind the choice of applying summer temperature bias
correction throughout the year is guided by the fact that, fol-
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Figure 2. (a) CLIMBER-X summer (JJA) near-surface air temperature bias relative to ERAS reanalysis (Hersbach et al., 2020) for the time
period 1981-2010. (b) Difference in simulated summer (JJA) near-surface air temperature between 116 ka and pre-industrial values resulting

only from the different orbital parameters.

lowing Milankovitch theory, ice sheet surface mass balance
is largely determined by ablation during summer, which is
highly sensitive to temperature. We have actually also tested
the use of bias correction applying monthly mean tempera-
ture differences, but the model results indicated absolutely
negligible differences compared to using the mean summer
bias. We also assume that the bias is a persistent feature of the
model also under different boundary conditions and therefore
apply the same bias correction at all times. Since the focus
of our study is on the last glacial inception and the bound-
ary conditions at ~ 120ka (just before the expected onset
of ice sheet growth) are similar to pre-industrial values in
terms of GHG concentrations and orbital parameters, we do
not expect significant differences in temperature biases com-
pared to the present day. The assumption on stationarity of
the temperature biases is therefore, at least during the ini-
tial ice growth phase, well justified. Furthermore, since air
temperature is closely related to the downwelling long-wave
radiation at the surface, which affects the surface energy bal-
ance, we additionally correct the downwelling long-wave ra-
diation using a simple quadratic relation derived from ERAS
reanalysis data. For more details, see Appendix B2.

As soon as an ice sheet gets in contact with the ocean
its mass balance is also influenced by melting and freez-
ing at the base of the floating ice shelves. At present, basal
melt is important mostly for the Antarctic ice sheet, which
is in extensive contact with the ocean, and for the interac-
tions of the Greenland ice streams with the fjords. However,
little is known about the role played by basal melt for ice
sheets in the NH during the last glacial cycle. The basal melt
is strongly influenced by the ocean circulation on the con-
tinental shelf and by the turbulent plume dynamics gener-
ated at the ice—water interface by the density difference be-
tween the fresh meltwater and the surrounding saline seawa-
ter (e.g. Jenkins, 1991). These processes can not be prop-
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erly represented at the typically applied resolutions of global
ocean circulation models, and several simple parameteriza-
tions have been put forward to represent the basal melt pro-
cess in ice sheet models based on large-scale ambient proper-
ties of seawater and on the ice shelf base topography (Beck-
mann and Goosse, 2003; Holland et al., 2008; Pollard and
Deconto, 2012). Simple box models have also been devel-
oped to describe the ocean circulation in the cavities below
the ice shelves (Olbers and Hellmer, 2010; Reese et al., 2018;
Pelle et al., 2019), but they are specifically designed to be
applied to Antarctica, and an extension to the NH is not
straightforward. In CLIMBER-X we have therefore imple-
mented the simple and general basal melt parameterizations
of Beckmann and Goosse (2003) and Pollard and Deconto
(2012), both of which rely on the difference between the am-
bient ocean temperature simulated by the ocean model and
the freezing point temperature of seawater at the ice shelf
base. The linear model of Beckmann and Goosse (2003) has
been used in the simulations presented in this work. A more
general 2D plume model also including the Coriolis effect
that is general enough to be applied to any ice shelf geometry
has been recently developed (Lambert et al., 2022) and will
be considered for a future implementation in CLIMBER-X.
See Appendix C for more details on the basal melt schemes
in CLIMBER-X.

The presence of ice sheets also affects the simulated fresh-
water fluxes into the ocean. Freshwater produced by melt oc-
curring at the surface of the ice sheets is routed to the ocean
following the steepest surface gradient, and the same runoff
directions are used also to route the water originating from
basal melt of grounded ice to the ocean. The freshwater flux
from basal melt of floating ice and ice shelf calving is applied
locally to the ocean model. Both liquid water runoff and calv-
ing fluxes are distributed uniformly over several coastal grid
cells. For calving fluxes the latent heat needed to melt the ice

Clim. Past, 20, 597-623, 2024



602

is also accounted for in the ocean model. CLIMBER-X so far
does not include an iceberg model to explicitly simulate the
fate of ice originating from ice shelf calving.

The glacial isostatic adjustment (GIA), which controls re-
gional sea level change and surface displacements, is com-
puted by the viscoelastic solid Earth model VILMA (Kle-
mann et al., 2008; Martinec et al., 2018; Bagge et al., 2021).
In VILMA, mass conservation between ice and ocean water
is considered, and the loading effect of the ice and gravity-
consistent redistribution of water in the ocean is solved ap-
plying the sea level equation (Farrell and Clark, 1976) includ-
ing the rotational feedback (Martinec and Hagedoorn, 2014).
VILMA takes the ice sheet loading as input and computes the
relative sea level (RSL) changes. The sea-level equation at
the surface is solved on a Gauss—Legendre grid of 512 x 256
grid points (n128), which is consistent with the spectral res-
olution in spherical harmonics up to a Legendre degree or
order of 170, corresponding to a wavelength of ~ 120 km. In
this study we use the 3D viscosity structure from Bagge et al.
(2021), which is based on a 3D tomography model of the up-
per mantle seismic velocity structure that is converted into
viscosity variations considering further constraints by geody-
namics and lithospheric structure. In CLIMBER-X, the solid
Earth dynamics determines the bedrock elevation through
simulated changes in relative sea level. The relative sea level
computed by VILMA is substracted as an anomaly from the
reference high-resolution (& 10 arcmin) bedrock elevation
from Schaffer et al. (2016). This is done in order to pre-
serve the small-scale structure, which is important both for
runoff routing and for surface mass balance. Surface eleva-
tion, land—sea mask, and runoff routing directions are then
updated accordingly. The surface elevation is then aggre-
gated to the coarse climate model resolution, and the land
and ocean grid cell fractions on the climate model grid are
then derived. The climate model in CLIMBER-X can deal
with land—sea mask changes, a feature that is rather excep-
tional for contemporary Earth system models (e.g. Meccia
and Mikolajewicz, 2018; Riddick et al., 2018). VILMA is
called every 10 years, implying that the ice sheet model gets
an update of the bedrock elevation field every 10 years and
that the topography, the land—sea mask and the runoff direc-
tions are also updated every 10 years. Experiments using a
higher coupling frequency of 1 year showed negligible differ-
ences. In a recent study coupling VILMA with the PISM ice
sheet model Albrecht et al. (2023) showed a coupling time
step of 100 years as being sufficient.

3 Experimental design

We first performed a transient Holocene simulation from
10ka to present day (2000 CE) to make sure that no glacial
inception is simulated at present. Since for this purpose we
are mainly interested in the growth of ice sheets outside of
Greenland, the Holocene simulation was performed with a
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Figure 3. Present-day (2000 CE) ice sheet extent and thickness
from the reference transient Holocene CLIMBER-X simulation.
The Greenland ice sheet is prescribed in this experiment.

prescribed present-day Greenland ice sheet. In this simula-
tion, the model is driven by prescribed changes in the orbital
configuration and atmospheric concentrations of CO,, CHy
and N;O from ice core data and historical observations (Kéh-
ler et al., 2017). Note that NH summer insolation is continu-
ously decreasing over the Holocene, although not enough to
cause a glacial inception at present (Ganopolski et al., 2016).
At the end of the transient Holocene simulation ice cover is
consistently simulated only over parts of Baffin Island and
Ellesmere Island, in the southeast of Iceland, on Svalbard,
over part of Novaya Zemlya, and in a small area over the
Rocky Mountains (Fig. 3), in good agreement with glacier
inventories (Pfeffer et al., 2014).

The transient last glacial inception simulations are started
from the Eemian interglacial at 125 ka and run until 100 ka.
This time interval is characterized first by a decrease in NH
summer insolation, with a minimum reached at ~ 116 ka fol-
lowed by an increase in insolation until ~ 105 ka (Fig. 4a).
The model is driven by prescribed changes in the orbital pa-
rameters and atmospheric concentrations of CO,, CH4 and
N>O from ice core data (Kohler et al., 2017) (Fig. 4b). The
initial conditions of the model runs correspond to the climate
model in equilibrium with 125 ka boundary conditions. We
therefore make the reasonable assumption that climate was in
quasi-equilibrium at 125 ka. Because the Greenland ice sheet
was likely not in equilibrium with climate at this time, for
practical reasons we choose to start from the Greenland ice
sheet prescribed from present-day observations with a uni-
form ice temperature of —10°C. This is justified because
Greenland is not the focus of our study and plays a negligi-
ble role in the glacial inception over the NH continents. With
this general setup we performed different simulations to test
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Table 1. List of last glacial inception experiments. T offset indicates the uniform and constant temperature offset added to the simulated
surface air temperature in the SEMIX model when computing the surface energy and mass balance. Geo indicates whether the topography
and land—ocean—ice sheet mask are updated in the simulations or not. Snow albedo offset indicates the uniform and constant offset in snow

albedo applied in SEMIX.
Experiment Ice T bias T offset Vegetation Geo GHGs Dust Snow Ice sheet  Acceleration
model corr &©) scaling albedo  resolution
offset (km)
Ref on on 0 dyn on var 1 0 32 1
Nolce off - 0 dyn on var 1 0 - 1
NolceFixVeg  off - 0 fixPI on var 1 0 - 1
FixVeg on on 0 fixPI on var 1 0 32 1
FixGeo on on 0 dyn off  var 1 0 32 1
FixGHG on on 0 dyn on fix 125ka 1 0 32 1
NoBiasCorr on off 0 dyn on var 1 0 32 1
Tml on on —1 dyn on var 1 0 32 1
Tpl on on +1 dyn on var 1 0 32 1
Dust05 on on 0 dyn on var 0.5 0 32 1
Dust2 on on 0 dyn on var 2 0 32 1
o— on on 0 dyn on var 1 —0.025 32 1
o+ on on 0 dyn on var 1 +0.025 32 1
Res16 on on 0 dyn on var 1 0 16 1
Res64 on on 0 dyn on var 1 0 64 1
Acc2 on on 0 dyn on var 1 0 32 2
Acc5 on on 0 dyn on var 1 0 32 5
Accl0 on on 0 dyn on var 1 0 32 10
Acc20 on on 0 dyn on var 1 0 32 20
Acc50 on on 0 dyn on var 1 0 32 50
Accl100 on on 0 dyn on var 1 0 32 100

the importance of different processes, namely (i) vegetation
feedback, (ii) ice sheet feedback, and (iii) role of CO, vari-
ations, and additional experiments to explore the sensitivity
of the simulated last glacial inception to (i) the temperature
bias correction in SEMIX, (ii) snow albedo parameterization,
(iii) ice sheet model resolution, and (iv) climate acceleration
factor. The full set of experiments is listed in Table 1.

4 Modelling results

4.1 Reference transient simulation of the last glacial
inception

In the transient simulation of the last glacial inception, un-
til ~ 120ka only minor changes in ice sheet area (Fig. 4c)
and sea level (Fig. 4d) are produced by the model. This is
followed by a rapid increase in ice sheet area by ~ 10 mil-
lion square kilometres between ~ 119 and ~ 117 ka (Fig. 4¢),
driven by the further decrease in NH summer insolation
(Fig. 4a). Afterwards, ice area stabilizes, while ice vol-
ume continues to grow and sea level drops to ~—35m by
~ 110ka. After ~ 110ka both ice area and volume decrease
again following an increase in summer insolation and despite
a global cooling induced by a pronounced decrease in the at-
mospheric concentration of greenhouse gases, mainly CO;
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(Fig. 4b). There is an overall good agreement between simu-
lated and reconstructed sea level in terms of timing, while
the amplitude of the changes is somewhat underestimated
(Fig. 4d). Part of this discrepancy could be related to the
missing contribution from Antarctica, which is prescribed at
its present-day state in our simulations and could have con-
tributed ~ 5 m to the sea level drop (e.g. Huybrechts, 2002;
Albrecht et al., 2020).

A two-stage relation between ice sheet area and ice sheet
volume in the first part of the glacial inception simulation is
clearly shown in Fig. 5. Initially, a substantial increase in ice
area occurs at a nearly constant ice volume, followed by a
large increase in ice volume while the ice area remains al-
most constant. During the deglaciation phase no two-stage
behaviour in the area—volume relation is found.

At 121 ka the simulated ice sheet extent is comparable to
the present day but with some loss of ice in southern Green-
land (Fig. 6a). The ice then starts to nucleate at high altitudes
in the Arctic islands and over the mountain ranges of Scan-
dinavia and the Ellesmere and Baffin islands (Fig. 6b) before
rapidly expanding over the Canadian Arctic Archipelago and
Scandinavia, mainly due to large-scale thickening of snow-
fields (Fig. 6c¢). This is in line with what has been found
by Bahadory et al. (2021). Starting from the Arctic islands,
ice also spreads into the Barents and Kara seas and the
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Figure 4. Transient last glacial inception simulation with refer-
ence model parameters. (a) Maximum summer insolation at 65 °N
(Laskar et al., 2004), (b) equivalent CO, concentration for radia-
tion (including the radiative effect of CO,, CHy, and N,O; Koh-
ler et al., 2017). (¢) Simulated ice sheet area. (d) Simulated global
relative sea level change compared to reconstructions (Spratt and
Lisiecki, 2016). The blue shading indicates the 1 standard deviation
uncertainty range.

Cordilleran ice sheet is established (Fig. 6¢). The ice then
generally grows thicker and slowly expands to reach its max-
imum extent at ~ 115 ka (Fig. 6d). Between 115 and 110ka,
ice sheets mainly grow thicker with little change in ice ex-
tent (Fig. 6e). Towards the end of the simulation at ~ 100 ka,
about two-thirds of the maximum “glacial” ice is melted
(Fig. 6f).

The simulated ice sheet cover at 110ka compares reason-
ably well with the reconstructions of Dalton et al. (2022)

Clim. Past, 20, 597-623, 2024
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Figure 5. Relation between NH ice sheet area changes and ice sheet
volume changes for the glacial inception simulation with the refer-
ence model version. Symbols indicate the area and volume every
50 years. The colour scale shows the progression of time.

and Batchelor et al. (2019) for marine isotope stage (MIS)
5d (Fig. 7), also considering the relatively large associated
uncertainty range (shown by the best and maximum recon-
structed ice extent in Fig. 7). Models and reconstructions
show a good agreement in ice sheet cover over Fennoscandia,
Iceland, and Greenland. Simulated ice cover is possibly un-
derestimated over eastern North America, particularly over
the Labrador region, although reconstructions are highly un-
certain over this region. A Cordilleran ice sheet is formed in
the model, while Alaska remains largely ice free. Contrary
to what is indicated by the reconstructions mentioned above,
the Cordilleran and Laurentide ice sheets merge in the model
simulation. Little ice cover is simulated by the model over
eastern Siberia, where reconstructions suggest the presence
of small ice caps covering the mountain ranges.

The relative sea level represents the geoid height change
relative to the displaced Earth surface. Its signature at 110 ka,
shown in Fig. 8, mainly represents the sum of the viscoelas-
tic subsidence due to the loading of the ice sheet as geoid
changes due to gravitational changes and due to the mass
conservation between ice and ocean. Accordingly, the RSL
rise in the loaded regions is dominated by the subsidence
of the Earth surface due to the viscoelastic response of the
solid Earth, whereas the drop over the oceans reflects the
mass conservation between ice and ocean, meaning the water
equivalent of the ice sheet mass. Furthermore, the ice sheets
are surrounded by regions of lower RSL due the forebulge
of the flexed elastic lithosphere. The bedrock deformation
and depression is largest at the centres of the ice sheets, cor-
responding to a RSL that is up to 500 m higher than pre-
industrial values, while the far-field RSL is ~35m lower
than pre-industrial values (Fig. 8). Alaska shows the high-
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Figure 7. Simulated ice sheet extent at 110ka (MIS5d) compared
to the best and maximum extent reconstructions from Dalton et al.
(2022) and Batchelor et al. (2019).

est RSL values, which can be attributed to the low viscosity
structure of the solid Earth in this region allowing a faster
rebound in comparison to the cratonic areas of NE Canada
and Scandinavia (see viscosity structure in Fig. D1 in Ap-
pendix D).

In terms of changes in climate, from 125 to 110ka the
model shows a pronounced summer cooling at middle to high
northern latitudes (Fig. 9¢c) as a direct response to the de-
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extent.

crease in summer insolation (Fig. 9a), amplified by a strong
albedo increase (Fig. 9b), which is driven by a combina-
tion of expanding sea ice, a southward shift of the treeline
(Fig. 10), and the establishment of land ice. Going from 121
to 115 ka, summer temperatures undergo a substantial cool-
ing over most of the NH, particularly over land (Fig. 11).

4.2 Role of vegetation, ice sheet, and carbon cycle
feedbacks

The effect of the vegetation feedback on the expansion of ice
sheets during glacial inception can be quantified by running a
glacial inception simulation with vegetation prescribed at its
pre-industrial state. Practically, fixed vegetation in our simu-
lation means that the plant functional type fractions are not
allowed to change and that the maximum leaf area index
is fixed. However, for deciduous plants, the seasonality of
the phenology will still be affected by the changing climatic
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Figure 9. Northern Hemisphere zonal mean differences in (a) max-
imum summer insolation, (b) summer (JJA) surface albedo, and
(c) summer (JJA) surface air temperature as a function of time
for the reference glacial inception simulation relative to the pre-
industrial values.

conditions. The vegetation feedback plays a crucial role for
glacial inception in our simulations. This is clearly illustrated
by the much smaller increase in ice sheet area and volume in
simulations where vegetation is prescribed at its equilibrium
pre-industrial state, compared to the reference glacial incep-
tion simulation with interactive vegetation (Fig. 12).

The effect of dynamic vegetation on climate can be iso-
lated from two simulations, one with prescribed vegetation
and one with dynamic vegetation, both without interactive
ice sheets. The strong vegetation feedback is explained by a
pronounced southward shift of the northern boreal treeline
as a response to the gradual decrease in summer insolation
at high northern latitudes during glacial inception (Fig. 13a—
c¢). The expansion of tundra at the expense of taiga results
in a substantial increase in surface albedo during the snow-
covered season (Fig. 13d—f) with a particularly strong asso-
ciated cooling in spring, which also extends into the summer
months (Fig. 13g—i). This explains why the ice extent in the
simulation with prescribed vegetation is generally reduced
compared to the interactive vegetation case (Fig. 14a and b).
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Our results on the important role played by the vegeta-
tion feedback for the initiation of NH glaciation are consis-
tent with a number of previous studies that have shown that
the vegetation response during the last glacial inception am-
plifies the orbitally induced summer cooling in high north-
ern latitudes (Harvey, 1989; De Noblet et al., 1996; Meiss-
ner et al., 2003; Crucifix and Loutre, 2002; Yoshimori et al.,
2002), thus favouring the growth of ice sheets (Kageyama
et al.,, 2004; Calov et al., 2005b; Mysak, 2008; Kubatzki
et al., 2006).

The effect of ice sheets on glacial inception can be quan-
tified with a simulation in which the land—ocean—ice sheet
mask and the topography are prescribed at their pre-industrial
state. This is equivalent to disabling the back-coupling of
the ice sheets to the climate model and therefore suppress-
ing the ice sheet feedback on climate. The model results in-
dicate that this ice sheet feedback plays only a minor role
during the ice growth phase until ~ 115ka (Fig. 12). This
is explained by the ice expansion being driven by a rapid in-
crease of perennially snow-covered area rather than by a slow
lateral expansion of ice sheets. However, the higher albedo
of ice compared to ice-free land plays an important role in
slowing down the ice sheet melt during the ice retreat phase
following the rising summer insolation after 115 ka (Fig. 12).

The role of the CO, variations during glacial inception
can be estimated from a simulation where the atmospheric
concentrations of the greenhouse gases are kept constant at
their 125 ka values. Since the GHG concentrations show only
small variations until ~ 115 ka (Fig. 4b), it is not surprising
that the GHG forcing plays only a minor role during the first
phase of glacial inception (Fig. 12). Hence, the simulated ice
sheets in the experiment with prescribed constant GHGs are
very similar to those in the reference simulation at 115ka
(Fig. 14a and c). However, the decrease in the equivalent
CO; concentration after ~ 115ka is important for slowing
down the ice sheet melt and limit deglaciation (Fig. 12).

4.3 Sensitivity to climate model biases

It is known that ice sheets can be highly sensitive to rela-
tively small temperature changes. For instance, it has been
shown that the bifurcation point for the complete melting
of the Greenland ice sheet could be at only a few degrees
above pre-industrial values (Robinson et al., 2012; Honing
et al., 2023). We therefore decided to apply different uniform
temperature offsets in the surface energy and mass balance
model and use these for sensitivity tests. This is justified be-
cause the global mean surface air temperature is (i) quite un-
certain and (ii) different state-of-the-art climate models pro-
duce very different global mean temperatures (Bock et al.,
2020). Our simulations show that the last glacial inception
is sensitive to relatively small temperature perturbations in
the surface mass balance model (Fig. 15). In particular, the
difference in simulated sea level decrease between the exper-
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model simulations with fixed vegetation (blue), fixed present-day
topography and land—ocean—ice sheet mask (red), and fixed 125 ka
greenhouse gas concentrations (green) compared to the reference
simulation (black).
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iment with a uniform cooling of 1 °C and the experiment with
a uniform warming of 1 °C in SEMIX is ~ 35 m (Fig. 15).

Without the temperature correction over North America
(Fig. B1), the simulated ice sheet distribution over this con-
tinent is shifted from the east to the west, as expected
(Fig. 14a,d). Little ice is simulated in the area around the
Hudson Bay, while ice extends further in the northwest. A
similar east-west displacement of the ice distribution has
also been found in other models that share temperature bi-
ases similar to the CLIMBER-X ones over North America
(e.g. Bahadory et al., 2021).

4.4 Sensitivity to snow albedo parameterization

The albedo of snow is a function of snow grain size, with
smaller grain sizes resulting in higher albedo (e.g. Warren
and Wiscombe, 1980a; Gardner and Sharp, 2010). Fresh dry
snow has a generally small grain size, but the grain size tends
to increase as the snow undergoes metamorphism processes
and in particular as melting occurs. Snow albedo is also af-
fected by the presence of light-absorbing impurities, such as
mineral dust or soot particles (e.g. Dang et al., 2015; Warren
and Wiscombe, 1980b). Since the albedo of snow is gener-
ally high, small relative changes in snow albedo will result
in large relative changes in co-albedo, which is the relevant
quantity determining the amount of absorbed solar radiation
at the surface. It is therefore expected that uncertainties in the
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different uniform temperature offsets in SEMIX (experiments Tpl
and Tm1 in Table 1) and for the simulation without temperature bias
correction (NoBiasCorr).

parameterization of the albedo of snow will result in substan-
tial differences in the surface energy and mass balance (e.g.
Willeit and Ganopolski, 2018). To explore this we performed
simulations in which we added a constant offset of &+ 0.025
to the albedo of snow and experiments with half and dou-
ble the dust deposition rate in SEMIX. These perturbations
to the snow albedo result in a simulated sea level decrease
during MIS5d that varies by more than 40 m (Fig. 16). This
is remarkable considering that the snow albedo changes in-
troduced are of the order of only a few percent. In terms of
spatial pattern, the simulated ice sheet is more extended and
twice as large by volume if the snow albedo is higher and less
extended if the snow albedo is lower than in the reference run
(Fig. 14e and 1).

4.5 Sensitivity to climate model acceleration

Several efforts are ongoing to simulate the last glacial cycle
with state-of-the-art Earth system models based on general
circulation models (e.g. Latif et al., 2016). Computational
time is a strong constraint for these models and acceleration
techniques (e.g. Lorenz and Lohmann, 2004) are one possi-
ble way to alleviate this problem. These are based on the fact
that typical timescales of the atmosphere, ocean, and vege-
tation are much shorter than orbital timescales. This allows
for the to artificial acceleration of the external forcings, in
this case orbital parameters and GHGs concentration, which,
considering that the atmosphere and ocean are also the most
computationally expensive parts of an Earth system model,
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results in an effective speed-up of the model. The ice sheet
model cannot be accelerated in the same way. However, this
is not problematic because ice sheet models are compara-
tively less computationally demanding.

To assess the applicability of the acceleration technique,
we perform additionally several experiments with different
acceleration rates to explore how sensitive the ice sheet evo-
lution during glacial inception is to the applied acceleration
factor. Our results show only a relatively weak sensitivity of
the ice sheet evolution to climate acceleration for acceler-
ation factors up to ~ 10 (Fig. 17), confirming earlier results
from the CLIMBER-2 model (Calov et al., 2009; Ganopolski
et al., 2010). Much larger accelerations factors do not allow
for a proper representation of the positive climate feedbacks
at work during glacial inception, resulting in reduced simu-
lated ice extent and volume (Fig. 18).

4.6 Sensitivity to ice sheet model resolution

We also tested the dependence of the simulated glacial in-
ception on the resolution of the ice sheet model. A higher-
resolution ice sheet model will result in a better preservation
of the fine-scale topographic structure, and since the surface
mass balance is strongly dependent on surface elevation, it is
expected that better resolving mountain peaks would facili-
tate the formation of ice caps. It is unclear, however, whether
this would facilitate the formation of large-scale ice sheets
or not, also because better resolving mountains also implies
that deep valleys are better resolved, which would inhibit the
spreading of ice from isolated ice caps to larger-scale ice
sheets.

Our simulations show only a weak dependence of the
model results on the resolution of the ice sheet model in
the tested range between 16 and 64 km (Fig. 19). However,
some local ice caps that are formed with a high-resolution ice
sheet model are not resolved when the resolution is decreased
(Fig. 20).

5 Discussion and conclusions

We have presented the results of a set of transient simulations
of the last glacial inception with the CLIMBER-X Earth sys-
tem model, which includes an ice sheet model and a model
for the solid Earth response to changes in ice sheet loading.
This paper also describes the ice sheet coupling with the at-
mosphere and ocean, which will serve as a reference for fu-
ture studies using the model with interactive ice sheets.

We have shown that, as a response to the decreasing sum-
mer insolation at high northern latitudes, the model simulates
a rapid expansion of ice sheets over northern North Amer-
ica and Scandinavia between ~ 120 and ~ 116 ka, which is
driven mainly by large-scale snowfield thickening. This re-
sult is fully consistent with the concept of glacial inception as
a bifurcation in the climate system caused by a strong albedo
feedback (Calov et al., 2005a). The rapid expansion of the
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ice sheet area was followed by ice volume growth that cor-
responds to a global sea level drop of nearly 40 m at 110ka,
which is in reasonable agreement with paleoclimate recon-
structions. Compared to the CLIMBER-2 results from Calov
et al. (2005a), as expected the CLIMBER-X model results
are in better agreement with available paleoclimate recon-
structions in terms of simulated ice volume and spatial distri-
bution of ice sheets. The abrupt increase of the North Ameri-
can ice sheet extent simulated in CLIMBER-X is nearly half
that shown in Calov et al. (2005a), and this increase hap-
pens in two steps. Less ice is formed in eastern Siberia and
Alaska in CLIMBER-X than in CLIMBER-2. At the same
time, despite substantial differences in model formulations
and spatial resolution, the results of the simulations with
CLIMBER-X confirm the main findings presented in Calov
et al. (2005a, b). The abrupt increase in the North American
ice sheet area occurs in CLIMBER-X approximately at the
same time and in the same area as in Calov et al. (2005a) and
through the same mechanisms. Our results confirm the criti-
cally important role of vegetation feedback demonstrated in
Calov et al. (2005b). The albedo feedback associated with an
increase in snow-covered area, sea ice extent, and the south-
ward retreat of the boreal forest plays a crucial role in the
rapid ice area expansion in our simulations. The vegetation
feedback alone increases the maximum simulated ice sheet
area by 50 %.

Our new modelling results show a strong sensitivity of
simulated ice sheet evolution to the parameterization of clean
snow albedo and to the impact of impurities on snow albedo.
The ice sheet feedback and the variations in GHGs con-
centrations are of minor importance during the ice growth
phase associated with decreasing summer insolation prior to
~ 115 ka but are fundamental in maintaining the system in a
glacial state during the subsequent period of increase in sum-
mer insolation, resulting in an only partial deglaciation.

The results of model simulations demonstrate that the re-
duction of climate biases (too high summer air temperatures
over eastern North America) leads to significant improve-
ments in the simulated spatial extent of the North American
ice sheet, as also shown by Ganopolski et al. (2010).

The model results are not very sensitive to climate acceler-
ation up to a factor ~ 10, confirming earlier findings by Calov
et al. (2009) and Ganopolski et al. (2010). Assuming that this
finding also holds for more complex Earth system models, a
climate acceleration factor of 10 would allow these models
to run transient glacial inception simulations in a reasonable
time using less computational resources. The resolution of
the ice sheet model only marginally affects the model results,
at least in the tested range between 16 and 64 km. This is be-
cause a large-scale ice expansion over relatively flat terrain is
the dominant mechanism leading to glacial inception in our
model, while ice caps, which can be captured only if the to-
pography is highly resolved, have only a very localized effect
and are therefore not of fundamental importance.
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Figure 19. Simulated (a) ice sheet area and (b) relative sea level
for different resolutions of the ice sheet model.

The glacial inception simulations presented here are a
first step towards simulating the full last glacial cycle with
CLIMBER-X.

Appendix A: SICOPOLIS ice sheet model

For the inclusion into CLIMBER-X, the original SICOPO-
LIS code has been restructured and organized into Fortran
90-derived types to allow running several instances of the
model at the same time, one for each ice sheet domain. Al-
though in the present study we employ a single ice sheet do-
main for the NH, CLIMBER-X can be set up to run with
an arbitrary number of ice sheet model domains, with po-
tentially different resolutions, simply by specifying a list of
domain names in a namelist.
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As already mentioned above, SICOPOLIS is based on
the shallow ice approximation for grounded ice, the shal-
low shelf approximation for floating ice, and hybrid shallow-
ice—shelfy-stream dynamics for ice streams (Bernales et al.,
2017), and the enthalpy method of Greve and Blatter (2016)
is used as thermodynamics solver.

In this study we use a Weertman-type sliding law to relate
basal drag (p) to basal velocity (up):
T = %Nq/”u},/”, (A1)

Cs
with p =3 and ¢ = 2. N is the reduced basal pressure com-
puted as the difference between the ice overburden pressure
and the water pressure if the base of the ice sheet is below
sea level:

N = P, — Py, = pighi — pwgmax(0, Zved), (A2)

where p; and py, are the ice and water densities, g is the ac-
celeration due to gravity, A; is ice thickness, and zpeq is the
bedrock depth below sea level. The c; sliding parameter de-

pends on the assumed sediment fraction in each grid cell:
cs = (1= fred)el®™ + freael™. (A3)

The sediment fraction is taken to be a linear function
of sediment thickness between two critical values h‘s‘ég‘ and

max.
hsed .
. hsed - hlsrég] Ad
fsed = W b ( )
sed sed

where fsq is computed based on sediment thickness data
from Laske et al. (2013) and is shown in Fig. Al. The
value for bedrock is set to ¢k =25myr~!Pa~! follow-
ing the tuning for the Greenland ice sheet in Calov et al.
(2018), while the value over thick sediments is simply taken
as 10 times this value, i.e. cged = 250myr_1 Pa~ !

A broader investigation of the sliding law will be per-
formed in forthcoming papers discussing the simulation of
glacial termination, when the sliding is expected to be more

important.
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Figure 20. Simulated ice sheet extent and thickness at 115 ka for simulations with different horizontal resolutions of the ice sheet model:

(a) 16 km, (b) 32km (Ref), and (c¢) 64 km.
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Figure A1. Sediment fraction used in the computation of the basal
sliding coefficient cs.

Iceberg calving at the marine-terminating ice front is
parameterized using a simple thickness-based threshold
method in which the calving rate is computed as follows:

c
hice - hice

Tc

C= (A5)

It is applied only where the ice thickness, hice, is lower
than the critical thickness for calving, A{_, also in all neigh-
bouring ice points. The critical thickness for calving varies

spatially and increases linearly with the depth of bedrock:

hc,deep . hc,shallow

¢ __ zc.deep fil dee] ice ice
hice - hice + (Zbed - Zbed ) : deep shallow ’ (A6)
Zphed ~ Zbed

where zgéd is the bedrock elevation filtered with a Gaussian

. . d
filter with a 100 km radius and zﬁgﬁll"w, zbzzp , hicc’zhallow,

c,deep
hice

and

are model parameters (Table Al). Although this is
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only a very crude representation, it is arguably more reason-
able than assuming a uniform threshold that does not account
for the different ocean dynamics in the narrow channels of
the Canadian Arctic Archipelago and the deep open ocean.
Lower values of hj , allow for a more rapid expansion of
floating ice shelves, thereby also affecting the rate of shelf
ice spreading. However, since floating ice is usually thin, this
has only a minor impact on the simulated ice volume during
glacial inception.

The global geothermal heat flux product of Lucazeau
(2019), substituted with data from Colgan et al. (2022) over
Greenland, is applied as bottom boundary condition for the
bedrock temperature equation at a depth of 2 km below the
land surface in SICOPOLIS.

For all simulations presented in this study we used an an-
nual time step for the thermodynamic part and a half-yearly
time step for the dynamics.

Appendix B: SEMIX surface energy and mass
balance interface

SEMIX is an adaptation of the surface energy and mass bal-
ance interface (SEMI) (Calov et al., 2005a) to CLIMBER-X.
Its purpose is to determine the surface boundary conditions,
namely surface mass balance and surface ice temperature,
for the ice sheet model. In order to do that SEMIX has to
bridge the gap in resolution between the climate model and
the ice sheet model, which is achieved through a downscal-
ing of the climate variables (Appendix B1). The surface en-
ergy and mass balance equations are then solved on the high-
resolution ice sheet grid as outlined in Appendix B3. Since
multiple ice sheet domains are allowed in CLIMBER-X, sim-
ilar to the ice sheet model SEMIX can also run in several sep-
arate instances according to the defined ice sheet domains.
SEMIX is called every 10 years over a full year with a time
step of 1d.

B1 Downscaling of climate variables

SEMIX is driven by climate fields computed by the atmo-
spheric model SESAM (Willeit et al., 2022). Since SESAM

https://doi.org/10.5194/cp-20-597-2024
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Table A1. List of SICOPOLIS model parameters.

Parameter  Value Description
crock 25myr ! Pa~! sliding coefficient for rocks
csed 250myr—!Pa~!  sliding coefficient for sediments
h;‘;‘é‘ 10m sediment thickness below which bare rock is assumed
hgéax 500 m sediment thickness above which full sediment cover is assumed
2;23”0‘” 200 m shallow-water depth for calving
deep

be dh ) 1000 m
o Som
c,deep

hi e 500 m

Te 10 years

deep-water depth for calving
critical calving thickness in shallow waters

critical calving thickness in deep waters
timescale for calving

and SEMIX operate on very different grids, the first step re-
quired in the SEMIX coupling is the mapping of the climate
fields from the coarse resolution, regular lat-long SESAM
grid onto the Cartesian coordinates on the stereographic
plane where the ice sheet model, and consequently SEMIX,
operates. The mapping is done by simple bilinear interpola-
tion using the four closest neighbouring grid points. A list of
the climate model variables needed by SEMIX is given in Ta-
ble B1. In the following we will denote the climate variables
mapped onto the ice sheet grid with a superscript i.

A second step involves downscaling of the climate fields to
account for, e.g. the difference in surface elevation between
the coarse climate model and the high-resolution ice sheet
grid. A constant temperature lapse rate is used to adjust the
atmospheric temperature to the actual surface elevation:

Tum =T} +T (zs - zis) . (B1)

Following Abe-Ouchi et al. (2007) and Kapsch et al.
(2021) we use a value of ' =—5 Kkm™! for the lapse rate.
The near-surface air temperature is computed as the average
of atmospheric temperature and skin temperature:

TZm =05- (Tatm - Tskin)- (BZ)

Tom is then used to separate total precipitation into rain
and snow, with the fraction of precipitation falling as snow
computed as follows:

I, Tm=<(Tp-35)
0.1-(To +5 — Tom),
0, Tom=>(To+5)

(To—5) < Tom < (To+5) , (B3)

f%now =

with 7o =273.15 K. Snowfall and rainfall rate are then de-
rived from total precipitation as follows:

Psnow = fsnow . Piv (B4)
Prain = (1 = finow) - P'. (BS)

Near-surface air-specific humidity is computed from near-
surface relative humidity and specific humidity at saturation
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as in the climate component of CLIMBER-X (Willeit et al.,
2022):

@om = r2m - Gsat(Tom, Ps), (B6)

with 2m = (ratm + rskin)/2, Tskin = qatm/Gsat(Tskin, ps), and
Jatm = r;tm * sat(Tatm, Ps)-

The downward short-wave radiation fluxes at the surface
on the ice sheet model grid are computed from the interpo-
lated fluxes and adjusted using the partial derivatives of the
radiation fields with respect to surface albedo and surface el-
evation.

SWvisdir = Sw\il’lls,dir

i

aSw
o

VIS dir — a{/lS,dir) (B7)
VIS dir
{ _ 1.
SWXir.dir = SWNIR, dir

i

aSWV :
Y - ONIR,dir — aNIR,dir)
NIR,dir
aSwh
+ % (z - z;) (BS)

SWhvis dif = Swifils,dif

aSW+|'

VIS, dif — a{/ls,dif) (B9)

VIS, dif

| — Qw¥l
SWRiR it = SWNIR.aif

aswt|'

i
ONIR,dif — & i )
Ja NIR,dif

NIR,dif
aswh o
n NIR, dif (Zs _ zi)
0z s
The first correction term is needed because the downward
short-wave radiation flux at the surface depends itself on the

(B10)
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Table B1. List climate model variables needed by SEMIX.

Variable Description Unit

Zs grid cell mean elevation m

oz standard deviation of sub-grid surface elevation over land m

Tatm atmospheric temperature K

Tatm atmospheric relative humidity

P total precipitation rate kg m 251

U surface wind speed ms~

D dust deposition rate kg m2s~!

fad cloud cover fraction

SW#0 A downward short-wave radiation at TOA Wm—2

" daily mean cosine of solar zenith angle rad

SW%,IS dir downward short-wave visible radiation at surface, clear sky Wm—2

SW#IIR dir downward short-wave near-infrared radiation at surface, clear sky Wm2

SW#’IS d&if downward short-wave visible radiation at surface, cloudy sky Wm—2

SW#IIR dif downward short-wave near-infrared radiation at surface, cloudy sky Wm—2

avis, dir surface albedo for visible radiation at surface, clear sky

QNIR, dir surface albedo for near-infrared radiation at surface, clear sky

avis dif surface albedo for visible radiation at surface, cloudy sky

OZNIRidif surface albedo for near-infrared radiation at surface, cloudy sky

ISW . . -
e } lvis,dir  partial derivative of SW\L,IS’ dir WIt 0VIS dir Wm—2

ISW : I -
e . INIR,dir  Ppartial derivative of SWI%IR, dir WIt ONIR dir Wm—?2

ISW . . -
T . lvis,gif  partial derivative of SW%}IS,dif WIt @[S dif Wm—2

ISW . - -

T¢ INIR,dif ~ partial derivative of SWI%IR, dif WIt ONIR dif Wm?2

aSW, ; . .. ) _

%’d" partial derivative of SWI%IIR, gip Wrt height Wm—3

ISW. "

NIR, dif : - \ : -3
5 partial derivative of SWNIR, aif Wt height Wm
Lw? downward long-wave radiation at the surface Wm?2

{ . .. .

% partial derivative of LWV wrt height Wm3
Tzl:’l’;f?]] A near-surface summer air temperature bias at present-day K

surface albedo through its influence on multiple scattering
between surface and atmosphere. A larger surface albedo will
generally result in a larger downward short-wave radiation
flux. The elevation correction term for the near-infrared com-
ponent arises from the absorption of short-wave radiation by
the atmosphere in the near-infrared band, which introduces
the elevation dependence of the radiative flux. Finally, the net
short-wave flux absorbed at the surface, which is the quantity
entering the surface energy balance equation, is derived as a
weighted average of clear-sky (direct radiation) and cloudy-
sky (diffuse radiation) radiative fluxes using cloud cover frac-
tion.

SWhet = (1 — f(f]d) - (SWhvis gir - (1 — avis.air)

+ SWI{HR,dir : (1 - 0‘NIR,dir) )
+ fha - (SWhvisait - (1 — avis.ai)
+SWiig gie - (1 — oNiR.air) ) (B11)
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A similar approach is also applied for the downscaling of
the downward long-wave radiation at the surface using the
partial derivative of the flux with respect to elevation.

. aLwli .
LWV =Lwhi + 3z (ZS—Z]S>. (B12)

B2 Temperature bias correction

As described in Sect. 2, a temperature bias correction is ap-
plied only over North America. The bias correction is ap-
plied to the atmospheric temperature and Eq. (B1) therefore
becomes

Tam = T + T (25— 24) = ThiS (B13)

where széf‘jlj A 18 the mean summer (June-July—August) tem-
perature bias in CLIMBER-X relative to the ERAS reanal-
ysis (Hersbach et al., 2020) over the time period from 1981
to 2010 and is shown in Fig. B1. The same temperature bias
field is applied at all time steps throughout the year.
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Figure B1. Temperature correction applied in SEMIX.
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Figure B2. Scatterplot of downwelling long-wave radiation at the
surface versus near-surface air temperature in the ERAS reanalysis
(Hersbach et al., 2020). The black line indicates the best quadratic
fit to the data and the inset shows the corresponding quadratic equa-
tion, which is used for bias correction in the model.

Furthermore, since the downwelling long-wave radiation
at the surface, which also affects the surface energy balance,
is closely related to near-surface air temperature, we also cor-
rect the downwelling long-wave radiation for the temperature
bias using a simple quadratic relation derived from ERAS re-
analysis data (Fig.B2). Equation (B12) is then modified to

. aLwii .
e (zs—z;)
Z

—(0.034- To — 5)- TD . (B14)

Present-day annual precipitation simulated by CLIMBER-
X over the region where ice sheets were growing dur-
ing glacial inception is in reasonable agreement with ob-
servations (Fig.B3), and typical biases do not exceed
200kgm~2yr~!. At the same time, the effect of 1°C sum-
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mer temperature bias on annual snowmelt can be esti-
mated using the classical positive degree day approach
to be 200-500kgm~2yr~!'. The low bound corresponds
to a melt season duration of 2 months and parameter
a=3kgm~2°C~'d~!, while the upper bound corresponds
to the melt season duration of 3 months and o =5. Since
simulated summer temperature biases are about 3-5 °C, tem-
perature biases are much more important than precipitation
biases. This is why we only correct the temperature and do
not apply any corrections to precipitation.

B3 Surface energy and mass balance of snow and ice

The surface energy balance in SEMIX is written as follows:

SWoet + LWY —LW! —SH—LE— G =0, (B15)

where SWye; is the net short-wave radiation absorbed at the
surface, LW and LW are the downwelling and upwelling
long-wave radiation at the surface, SH is the sensible heat
flux, LE is the latent heat flux, and G the heat flux into the
snow and ice. Equation (B15) is then solved for the skin tem-
perature, Tgin, using the formulations for the energy fluxes
described next.

The surface albedo values used to compute the net short-
wave at the surface in Eq.B11 are defined as follows:

avisdic = fsnow - 033 + (I — fonow) - &%, (B16)
ONIRdir = finow * IR gir + (1 — fonow) - &%, (B17)
avis.dif = finow - 08 air + (1 — Finow) - %, (B18)
ONIR dif = Sfsnow - ONIR dif T (1 = fsnow) - e, (B19)

where the snow cover fraction fgow 1S determined also con-
sidering the effect of topographic roughness following Niu
and Yang (2007) and Roesch et al. (2001):

h
Ssnow = tanh ( 1 (;no;;))

h snow

hsnow +2 x 1074 . 5l

z

) (B20)

where hgow 1S snow thickness and zg is the surface rough-
ness length. The snow albedo scheme is the same as used in
the climate component of CLIMBER-X and includes a de-
pendence on snow grain size and dust and soot concentra-
tion following Dang et al. (2015). The background albedo is
a weighted average between a constant bare-soil albedo and
variable ice albedo:

by = fice - @ + (1 — fice) - @*L. (B21)

The ice cover fraction is computed from ice sheet thick-
ness, hice, and topographic roughness as:

h.
fee = tanh (_) |
0’Z

For ice-free grid cells next to the ice sheet margin, where
hice = 0, an ice thickness is computed instead as an average

(B22)
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Figure B3. Simulated present-day annual precipitation in CLIMBER-X (a) compared to ERA-Interim reanalysis (Dee et al., 2011) (b).

Panel (c) shows the precipitation bias in CLIMBER-X.

over the 3 x 3 grid cells neighbourhood and will therefore
by definition be > 0. The ice albedo of newly formed ice is
set to a constant value representative for firn, ol — 0.7, As
soon as ice starts to melt, the albedo gradually decreases to-
wards a clean-ice albedo, assuming that the clean-ice albedo
is reached when the firn layer is melted:

Aaice _ aice _ aic(l::an B23)
At hin Pfirn/ Mice '

where M. is the rate of ice melt, hgyy, is the constant thick-
ness of the firn layer, and pg, is the density of firn, which
is also considered to be constant (Table B2). As the ice be-
comes snow free and therefore exposed to the deposition of
dust and other wind-borne material that darken the ice, the
albedo is assumed to decrease further towards a dirty-ice
albedo, aififty = 0.4, with a timescale of 100 years. Whenever
the annual surface mass balance is positive, indicating accu-
mulation of snow and consequently formation of a firn layer,
the ice albedo is reset to the albedo of firn (o = o/fi™). A
few considerations are appropriate here on the representation
of ice albedo in ice-free grid cells at the ice sheet margin.
If the surface mass balance is positive in these points, the
ice (or background) albedo is not very important because it
implies that not all snow is melted during summer and there-
fore the background does not become exposed. On the other
hand, if the surface mass balance is negative, the background
albedo in the ice-free margin points should reflect the prop-
erties of the ice that could flow into these points from neigh-
bouring grid cells through horizontal ice flow. In this case the
ice albedo will determine how negative the mass balance is
through its control on the absorbed radiation when all snow is
melted. How negative the surface mass balance is will even-
tually determine whether the ice flowing into these grid cells
will be melted completely or not and therefore plays a role
in the velocity at which ice sheet cover can expand laterally.
Based on these considerations the ice albedo in the grid cells
at the ice sheet margin is computed as the average of the ice
albedo of the neighbouring ice points.

Clim. Past, 20, 597-623, 2024

Table B2. List of SEMIX model parameters.

Parameter  Value Description

r 5Kkm™! lapse rate of surface
temperature

asoll 0.2 bare-soil albedo

aiﬁcrfr’l 0.7 firn albedo

alte 0.55 clean-ice albedo

alfey 0.4 dirty-ice albedo

Rirn 100 m thickness of firn layer

Pfirn 500 kg m~3 firn density

Psnow 250kg m—3 snow density

bsnow 0.7 SNOW porosity

Ci 2110J kg_1 K1 specific heat capacity of ice

Ly 3.34x10°7 kg_l latent heat of fusion of ice

rrg‘;‘n ow 03 maximum fraction of

refreezing in snow layer

hSHL 4m critical snow thickness for

refreezing

The surface emitted long-wave radiation is given by the
Stefan—Boltzmann law:

W =eo T3, (B24)

with € the surface emissivity and o the Stefan—Boltzmann
constant.

The sensible heat flux is computed from the temperature
gradient between the skin and near-surface air using the bulk
aerodynamic formula:

PaCp

Vaer

SH =

(Tskin — Tom), (B25)
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where p, is air density, ¢p is the specific heat of air, and raer
is the aerodynamic resistance. Similarly, the latent heat flux
over sea ice is expressed in terms of the specific humidity
gradient between the surface and near-surface air:

P
LE = L_a(QSat(Tskin) — q2m).

Taer

(B26)

L is the latent heat of sublimation and ggy is the specific
humidity at saturation. The aerodynamic resistance is com-
puted from the wind speed, surface exchange coefficient, and
bulk Richardson number following Willeit and Ganopolski
(2016).

The conductive heat flux into the snow/ice (G) is com-
puted as follows:

A
G = — (Tsin — T5.1), (B27)
Az
where A is the heat conductivity of snow and ice and Az is
the distance between the surface and the middle of the snow
layer or uppermost ice layer with temperature 7 |, depending
whether a snow layer is present or not.

The prognostic terms in 7y in the formulation of the sur-
face energy fluxes are then linearized using Taylor series ex-
pansion assuming that the temperature at the new time step,
Tskin,n+1 = Tskinn + ATskin with ATy < Tekin:

Ts‘lt(in,n—H = Ts‘l‘(in,n + 4Tsiin,n(TSkin,n+1 - Tskin,n)a (B28)
dgsat
‘Isat(Tskin,iH-l) = @sat(Tskin) + —=
dTSkin Tskin:Tskin,n
X (Tskin,n+1 — Tskin,n)- (B29)

Equation (B15) can then be solved explicitly for the skin
temperature at the new time step, Tgin n+1- If the skin tem-
perature is above freezing the surface energy fluxes are di-
agnosed first with the skin temperature greater then 0 °C and
then with skin temperature set to 0 °C. The difference be-
tween the sum of the energy fluxes is then used to directly
melt snow and/or ice, without the need for the snow or ice
temperature to be at melting point.

The heat transfer in the snow—ice column is represented
by a one-dimensional heat diffusion equation. A single snow
layer is represented on top of five unevenly spaced vertical
layers in the ice reaching a depth of 15 m. The heat flux G is
applied as top boundary condition, while a no-flux condition
is applied at the bottom of the ice column. If the tempera-
ture of the snow or ice layers is greater than 0 °C, the excess
energy is used to melt snow or ice. Liquid water produced
by snowmelt or added to the snow layer from rainfall can be
refrozen in the snow layer or refreeze to form superimposed

ice. The liquid water available for refreezing is
Favail = (Msnow + Prain) At, (B30)

where Mpow is snowmelt and Ar the time step in SEMIX
(1d). The maximum amount of water that is allowed to re-
freeze is taken to be a linear function of the thickness of the
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snow layer and accounts for the amount of water that has al-
ready been refrozen since the start of the melt season:

Fmax = d’snowhsnowpsnow - Z F? (B3l)

where Psnow 1S SNOW POrosity, pspow is snow density, and F
is refreezing. The maximum amount of water available for
refreezing then becomes

F;s:ﬁ = min(Favail, Finax)-

(B32)

The amount of water that can potentially be refrozen de-
pends on the “cold content” of the snow layer:

C
Fpot = L_llchsnowpsnow “(To — Tsnow)> (B33)

with C; the specific heat capacity of ice, L the latent heat
of fusion, and Typow the temperature of the snow layer. The

actual refreezing rate is then simply the minimum between
available and potential:

H max
F = min (Favail’ Fp()t) (B34)
At '
A fraction fifz snow 1s then assumed to refreeze within the
snow layer, while the rest forms superimposed ice:

(B35)

h
‘ _max . snow
frtz,snow = frfz,snow - min <1 > perit ’

snow

where fi7% | and hgig,, are model parameters (Table B2).

Finally, the surface mass balance and runoff are diagnosed
as follows:

SMB = Pshow — E — Mgnow — Mice + F
R= Msnow + Mice + Prain —F.

(B36)
(B37)

These are then integrated over the whole year and passed
to the ice sheet model. The surface ice temperature, which is
needed by the ice sheet model as top boundary condition in
the temperature equation, is computed as the annual average
temperature of the deepest ice layer (~ 10 m).

Appendix C: IMO ice shelf basal melt model

In CLIMBER-X we have implemented the simple and gen-
eral ice shelf basal melt parameterizations of Beckmann and
Goosse (2003) and Pollard and Deconto (2012), both of
which rely on the difference between the ambient water tem-
perature derived from ocean or lake model and the freezing
point temperature at the ice shelf base.

The basal mass balance in the linear model of Beckmann
and Goosse (2003) is

PwCiw

BMB =k

(Ty = Tp), (ChH

i Lf
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Table C1. List of IMO model parameters.

Parameter  Value Description

ki 1x1074 parameter for the Beckmann and
Goosse (2003) model

ko 5% 1074 parameter for the Pollard and Deconto
(2012) model

z{)eefd 200 m critical bedrock depth for basal melt

scaling

where k; is a model parameter (Table C1), p, is a typical
seawater density, Cy, is the specific heat capacity of water, p;
is the density of ice, and Ly is the latent heat of fusion of ice.
Ty is either the seawater temperature from the ocean model
for marine-terminating margins or the lake water temperature
for lake-terminating margins, horizontally extrapolated to the
ice sheet model grid and vertically interpolated to the depth
of the ice shelf base. Tt is the freezing point temperature at
the base of the ice shelf (Beckmann and Goosse, 2003):

T = 0.0939 — 0.057 - Sy — 7.64 x 107 - 73, (C2)

where Sy, is the water salinity, derived similarly to 7y, as-
suming that the salinity of lakes is zero, and zy is the depth
of the ice shelf base below sea level.

The basal mass balance in the model of Pollard and De-
conto (2012) is similar but relies on a quadratic dependence
on the temperature gradient:

c
BMB = k, ¥ :v|TW—Tf| (T —Tp), (C3)

piL
where k> is a model parameter; all other terms in this equa-
tion have already been defined above.

Similarly to Quiquet et al. (2021), in order to avoid unre-
alistic ice shelf expansion over the deep ocean, we apply an
additional scaling of basal melt with the depth of the bedrock
elevation:

max (0, Zped — 2}

ref
Zbed

; (2))

femMB =1+

with zrb%fd being a model parameter (Table C1).

IMO is called every month to resolve the seasonal cycle
in ocean and lake temperature, but the coupling with the ice
sheet model is done yearly.

Appendix D: VILMA solid Earth model

The solid Earth model VILMA solves the field equations of
a viscoelastic incompressible and self-gravitating continuum
in the spherical domain for the mantle and lithosphere of the
Earth. The fluid core and loading processes at the surface are
considered boundary conditions at the respective boundaries.
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Figure D1. Viscosity at 200 km depth from Bagge et al. (2021) as
used in the model simulations.

Lateral changes in viscosity are considered and are following
the formulation as an initial value problem discussed in Mar-
tinec (2000): the field equations are solved in the spherical
harmonic domain but integrated over time with an explicit
time differencing scheme. In view of solving the momen-
tum equation in the spectral solution, the code is rather ef-
ficient and in view of the time-differencing scheme the cou-
pling with the Earth system model is straightforward (Kon-
rad et al., 2015). The loading is considered as a pressure field
boundary condition applied at the surface, where mass con-
servation is considered solving the sea level equation (Farrell
and Clark, 1976) at each time step. The time step interval is
constrained by the minimum ratio of viscosity versus shear
modulus (the Maxwell time). It is usually about 20 years for a
standard Earth structure but has to be reduced to about 1 year
for a 3D structure containing structural features like low vis-
cous regions in tectonically active regions. For the 3D viscos-
ity field in this study we chose the 3D model v;.0516 from
Bagge et al. (2021) (Fig. D1) as it shows the smallest misfit
with observational data in independent GIA models. In the
present work we set a minimum viscosity of 10'%-, which
allows a time step of 10 years to be used. Due to the fact that
the time step is rather small, an iteration at each time step as
discussed in Kendall et al. (2005) can be neglected.

The relative sea level determined by VILMA is used as
the spatially variable correction of the considered reference
topography, /¢opo(fo). In this way, changes in the topography
are considered with respect to the changing geoid defined
here as the mean sea level at the respective time step:
htopo(t) = htopo(to) — he1(t = 10), hsi(tp) = 0. (D)

This view is consistent with the natural definition of topog-
raphy in the understanding of Carl Friedrich Gauss. It also
means that all changes in elevation are expressed as mea-
sured relative to the mean sea level at that time.

Changes in topography due to variations in sea level are
considered furthermore by updating the land-sea mask at
each time step. This holds also for the conditions of float-
ing versus grounded ice. In view of completing formulations
(e.g. Kendall et al., 2005; Spada and Melini, 2019), the ef-
fect of rotational deformations was implemented recently in

https://doi.org/10.5194/cp-20-597-2024



M. Willeit et al.: Transient simulations of last glacial inception

VILMA following the formulation of Martinec and Hage-
doorn (2014). Rotational deformations have to be considered,
especially when discussing the effect of GIA on geodetic ob-
servables like GNSS, EOP, and gravity or when discussing
future sea level changes (e.g. Palmer et al., 2020).

Code and data availability. The source code of the climate com-
ponent of CLIMBER-X v1.0 as used in the simulations of this paper
is archived on Zenodo (https://doi.org/10.5281/zenodo.7898797,
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available at https://doi.org/10.5281/zenodo.10643295 (Willeit et al.,
2024).

Author contributions. MW, AG, RC, and ST designed the study.
RG provided the SICOPOLIS model code and RC, RG, and JB as-
sisted in the implementation of SICOPOLIS into CLIMBER-X.
RC and MW adapted and tested SICOPOLIS for the integration
into CLIMBER-X. MW, RC, and AG developed SEMIX. VK and
MB provided the VILMA code and contributed to its coupling.
MW coupled, tested, and tuned the different model components.
MW ran the simulations and prepared the figures. MW wrote the
paper, with contributions from all co-authors.

Competing interests. The contact author has declared that none
of the authors has any competing interests.

Disclaimer. Publisher’s note: Copernicus Publications remains
neutral with regard to jurisdictional claims made in the text, pub-
lished maps, institutional affiliations, or any other geographical rep-
resentation in this paper. While Copernicus Publications makes ev-
ery effort to include appropriate place names, the final responsibility
lies with the authors.

Special issue statement. This article is part of the special issue
“Icy landscapes of the past”. It is not associated with a conference.

Acknowledgements. The authors gratefully acknowledge the
European Regional Development Fund (ERDF), the German Fed-
eral Ministry of Education and Research, and the Land Branden-
burg for supporting this project by providing resources on the high-
performance computer system at the Potsdam Institute for Climate
Impact Research.

Financial support. Matteo Willeit and Meike Bagge are funded
by the German climate modelling project PalMod supported by
the German Federal Ministry of Education and Research (BMBF)
as a Research for Sustainability initiative (FONA) (grant
nos. 01LP1920B, O1LP1917D, O1LP1918A). Ralf Greve was
supported by Japan Society for the Promotion of Science (JSPS)
KAKENHI (grant nos. JP17H06104 and JP17H06323) and by the
Japanese Ministry of Education, Culture, Sports, Science and Tech-

https://doi.org/10.5194/cp-20-597-2024

619

nology (MEXT) through the Arctic Challenge for Sustainability
project ArCS II (grant no. JPMXD1420318865).

The publication of this article was funded by the
Open Access Fund of the Leibniz Association.

Review statement. This paper was edited by Pepijn Bakker and
reviewed by two anonymous referees.

References

Abe-Ouchi, A., Segawa, T., and Saito, F.: Climatic Conditions for
modelling the Northern Hemisphere ice sheets throughout the ice
age cycle, Clim. Past, 3, 423-438, https://doi.org/10.5194/cp-3-
423-2007, 2007.

Abe-Ouchi, A., Saito, F., Kawamura, K., Raymo, M. E., Okuno,
J., Takahashi, K., and Blatter, H.: Insolation-driven 100,000-year
glacial cycles and hysteresis of ice-sheet volume, Nature, 500,
190-193, https://doi.org/10.1038/nature12374, 2013.

Ackermann, L., Danek, C., Gierz, P., and Lohmann, G.: AMOC
Recovery in a Multicentennial Scenario Using a Coupled
Atmosphere—Ocean—Ice Sheet Model, Geophys. Res. Lett., 47,
1-10, https://doi.org/10.1029/2019GL086810, 2020.

Albrecht, T., Winkelmann, R., and Levermann, A.: Glacial-cycle
simulations of the Antarctic Ice Sheet with the Parallel Ice Sheet
Model (PISM) — Part 1: Boundary conditions and climatic forc-
ing, The Cryosphere, 14, 599-632, https://doi.org/10.5194/tc-14-
599-2020, 2020.

Albrecht, T., Bagge, M., and Klemann, V.: Feedback mechanisms
controlling Antarctic glacial cycle dynamics simulated with a
coupled ice sheet—solid Earth model, EGUsphere [preprint],
https://doi.org/10.5194/egusphere-2023-2990, 2023.

Bagge, M., Klemann, V., Steinberger, B., Latinovi¢, M., and
Thomas, M.: Glacial-Isostatic Adjustment Models Using Geody-
namically Constrained 3D Earth Structures, Geochem. Geophy.
Geosy., 22, 1-21, https://doi.org/10.1029/2021GC009853, 2021.

Bahadory, T., Tarasov, L., and Andres, H.: Last glacial in-
ception trajectories for the Northern Hemisphere from cou-
pled ice and climate modelling, Clim. Past, 17, 397-418,
https://doi.org/10.5194/cp-17-397-2021, 2021.

Batchelor, C. L., Margold, M., Krapp, M., Murton, D. K., Dal-
ton, A. S., Gibbard, P. L., Stokes, C. R., Murton, J. B.,
and Manica, A.: The configuration of Northern Hemisphere
ice sheets through the Quaternary, Nat. Commun., 10, 1-10,
https://doi.org/10.1038/s41467-019-11601-2, 2019.

Bauer, E. and Ganopolski, A.: Comparison of surface mass bal-
ance of ice sheets simulated by positive-degree-day method
and energy balance approach, Clim. Past, 13, 819-832,
https://doi.org/10.5194/cp-13-819-2017, 2017.

Beckmann, A. and Goosse, H.: A parameterization of ice shelf—
ocean interaction for climate models, Ocean Model., 5, 157-170,
https://doi.org/10.1016/S1463-5003(02)00019-7, 2003.

Bernales, J., Rogozhina, 1., Greve, R., and Thomas, M.: Com-
parison of hybrid schemes for the combination of shallow ap-
proximations in numerical simulations of the Antarctic Ice
Sheet, The Cryosphere, 11, 247-265, https://doi.org/10.5194/tc-
11-247-2017, 2017.

Clim. Past, 20, 597-623, 2024


https://doi.org/10.5281/zenodo.7898797
https://doi.org/10.5281/zenodo.10643295
https://doi.org/10.5194/cp-3-423-2007
https://doi.org/10.5194/cp-3-423-2007
https://doi.org/10.1038/nature12374
https://doi.org/10.1029/2019GL086810
https://doi.org/10.5194/tc-14-599-2020
https://doi.org/10.5194/tc-14-599-2020
https://doi.org/10.5194/egusphere-2023-2990
https://doi.org/10.1029/2021GC009853
https://doi.org/10.5194/cp-17-397-2021
https://doi.org/10.1038/s41467-019-11601-2
https://doi.org/10.5194/cp-13-819-2017
https://doi.org/10.1016/S1463-5003(02)00019-7
https://doi.org/10.5194/tc-11-247-2017
https://doi.org/10.5194/tc-11-247-2017

620

Birch, L., Cronin, T., and Tziperman, E.: Glacial inception on Baf-
fin Island: The role of insolation, meteorology, and topography,
J. Climate, 30, 40474064, https://doi.org/10.1175/JCLI-D-16-
0576.1, 2017.

Bock, L., Lauer, A., Schlund, M., Barreiro, M., Bellouin, N.,
Jones, C., Meehl, G. A., Predoi, V., Roberts, M. J., and
Eyring, V.: Quantifying Progress Across Different CMIP Phases
With the ESMValTool, J. Geophys. Res.-Atmos., 125, 1-28,
https://doi.org/10.1029/2019JD032321, 2020.

Bonelli, S., Charbit, S., Kageyama, M., Woillez, M.-N., Ram-
stein, G., Dumas, C., and Quiquet, A.: Investigating the
evolution of major Northern Hemisphere ice sheets during
the last glacial-interglacial cycle, Clim. Past, 5, 329-345,
https://doi.org/10.5194/cp-5-329-2009, 2009.

Born, A., Kageyama, M., and Nisancioglu, K. H.: Warm Nordic
Seas delayed glacial inception in Scandinavia, Clim. Past, 6,
817-826, https://doi.org/10.5194/cp-6-817-2010, 2010.

Bougamont, M., Bamber, J. L., Ridley, J. K., Gladstone, R. M.,
Greuell, W., Hanna, E., Payne, A. J., and Rutt, I.: Impact
of model physics on estimating the surface mass balance
of the Greenland ice sheet, Geophys. Res. Lett., 34, 1-5,
https://doi.org/10.1029/2007GL030700, 2007.

Braithwaite, R. J.: Calculation of degree-days for glacier-climate re-
search., Zeitschrift fur Gletscherkunde und Glazialgeologie, 20,
1-8, 1984.

Calov, R. and Ganopolski, A.: Multistability and hysteresis in the
climate-cryosphere system under orbital forcing, Geophys. Res.
Lett., 32, .21717, https://doi.org/10.1029/2005GL024518, 2005.

Calov, R., Ganopolski, A., Claussen, M., Petoukhov, V., and Greve,
R.: Transient simulation of the last glacial inception. Part I:
glacial inception as a bifurcation in the climate system, Clim. Dy-
nam., 24, 545-561, https://doi.org/10.1007/s00382-005-0007-6,
2005a.

Calov, R., Ganopolski, A., Petoukhov, V., Claussen, M., Brovkin,
V., and Kubatzki, C.: Transient simulation of the last glacial
inception. Part II: Sensitivity and feedback analysis, Clim. Dy-
nam., 24, 563-576, https://doi.org/10.1007/s00382-005-0008-5,
2005b.

Calov, R., Ganopolski, A., Kubatzki, C., and Claussen, M.: Mech-
anisms and time scales of glacial inception simulated with an
Earth system model of intermediate complexity, Clim. Past, 5,
245-258, https://doi.org/10.5194/cp-5-245-2009, 2009.

Calov, R., Beyer, S., Greve, R., Beckmann, J., Willeit, M., Kleiner,
T., Riickamp, M., Humbert, A., and Ganopolski, A.: Simula-
tion of the future sea level contribution of Greenland with a
new glacial system model, The Cryosphere, 12, 3097-3121,
https://doi.org/10.5194/tc-12-3097-2018, 2018.

Colgan, W., Wansing, A., Mankoff, K., Losing, M., Hopper, J.,
Louden, K., Ebbing, J., Christiansen, F. G., Ingeman-Nielsen,
T., Liljedahl, L. C., MacGregor, J. A., Hjartarson, A., Bern-
stein, S., Karlsson, N. B., Fuchs, S., Hartikainen, J., Liakka,
J., Fausto, R. S., Dahl-Jensen, D., Bjgrk, A., Naslund, J.-O.,
Mgrk, F., Martos, Y., Balling, N., Funck, T., Kjeldsen, K. K.,
Petersen, D., Gregersen, U., Dam, G., Nielsen, T., Khan, S. A.,
and Lgkkegaard, A.: Greenland Geothermal Heat Flow Database
and Map (Version 1), Earth Syst. Sci. Data, 14, 2209-2238,
https://doi.org/10.5194/essd-14-2209-2022, 2022.

Crucifix, M. and Loutre, M. F.: Transient simulations
over the last interglacial period (126-115kyrBP): Feed-

Clim. Past, 20, 597-623, 2024

M. Willeit et al.: Transient simulations of last glacial inception

back and forcing analysis, Clim. Dynam., 19, 417-433,
https://doi.org/10.1007/s00382-002-0234-z, 2002.

Dalton, A. S., Stokes, C. R., and Batchelor, C. L.: Evolution of
the Laurentide and Innuitian ice sheets prior to the Last Glacial
Maximum (115ka to 25ka), Earth-Sci. Rev., 224, 103875,
https://doi.org/10.1016/j.earscirev.2021.103875, 2022.

Dang, C., Brandt, R. E., and Warren, S. G.: Parameterizations for
narrowband and broadband albedo of pure snow and snow con-
taining mineral dust and black carbon, J. Geophys. Res.-Atmos.,
120, 5446-5468, https://doi.org/10.1002/20141D022646, 2015.

Dee, D. P, Uppala, S. M., Simmons, a. J., Berrisford, P., Poli,
P., Kobayashi, S., Andrae, U., Balmaseda, M. a., Balsamo, G.,
Bauer, P., Bechtold, P., Beljaars, a. C. M., van de Berg, L., Bid-
lot, J., Bormann, N., Delsol, C., Dragani, R., Fuentes, M., Geer,
a. J., Haimberger, L., Healy, S. B., Hersbach, H., Holm, E. V.,
Isaksen, L., Kallberg, P., Kohler, M., Matricardi, M., McNally,
a. P, Monge-Sanz, B. M., Morcrette, J.-J., Park, B.-K., Peubey,
C., de Rosnay, P., Tavolato, C., Thépaut, J.-N., and Vitart, F.: The
ERA-Interim reanalysis: configuration and performance of the
data assimilation system, Q. J. Roy. Meteor. Soc., 137, 553-597,
https://doi.org/10.1002/q;.828, 2011.

De Noblet, N. I., Colin Prentice, 1., Joussaume, S., Texier, D., Botta,
A., and Haxeltine, A.: Possible role of atmosphere-biosphere in-
teractions in triggering the last glaciation, Geophys. Res. Lett.,
23, 3191-3194, https://doi.org/10.1029/96GL03004, 1996.

Dong, B. and Valdes, P. J.: Sensitivity Studies of Northern Hemi-
sphere Glaciation Using an Atmospheric General Circulation
Model, J. Climate, 8, 2471-2496, https://doi.org/10.1175/1520-
0442(1995)008<2471:SSONHG>2.0.CO;2, 1995.

Fan, X., Duan, Q., Shen, C., Wu, Y., and Xing, C.: Global
surface air temperatures in CMIP6: Historical perfor-
mance and future changes, Environ. Res. Lett., 15, 104056,
https://doi.org/10.1088/1748-9326/abb051, 2020.

Farrell, W. E. and Clark, J. A.: On Postglacial Sea Level, Geophys.
J. Roy. Astr. S., 46, 647-667, https://doi.org/10.1111/j.1365-
246X.1976.tb01252 %, 1976.

Ganopolski, A. and Brovkin, V.: Simulation of climate, ice sheets
and CO; evolution during the last four glacial cycles with an
Earth system model of intermediate complexity, Clim. Past, 13,
1695-1716, https://doi.org/10.5194/cp-13-1695-2017, 2017.

Ganopolski, A., Calov, R., and Claussen, M.: Simulation of
the last glacial cycle with a coupled climate ice-sheet
model of intermediate complexity, Clim. Past, 6, 229-244,
https://doi.org/10.5194/cp-6-229-2010, 2010.

Ganopolski, A., Winkelmann, R., and Schellnhuber, H. J.:
Critical insolation-CO, relation for diagnosing past
and future glacial inception, Nature, 529, 200-203,
https://doi.org/10.1038/nature 16494, 2016.

Gardner, A. S. and Sharp, M. J.: A review of snow and ice
albedo and the development of a new physically based broad-
band albedo parameterization, J. Geophys. Res.-Earth, 115, 1-
15, https://doi.org/10.1029/2009JF001444, 2010.

Gregory, J. M., Browne, O. J. H., Payne, A. J., Ridley, J. K.,
and Rutt, I. C.: Modelling large-scale ice-sheet—climate inter-
actions following glacial inception, Clim. Past, 8, 1565-1580,
https://doi.org/10.5194/cp-8-1565-2012, 2012.

Greve, R.: Application of a Polythermal Three-Dimensional
Ice Sheet Model to the Greenland Ice Sheet: Re-
sponse to Steady-State and Transient Climate Scenarios,

https://doi.org/10.5194/cp-20-597-2024


https://doi.org/10.1175/JCLI-D-16-0576.1
https://doi.org/10.1175/JCLI-D-16-0576.1
https://doi.org/10.1029/2019JD032321
https://doi.org/10.5194/cp-5-329-2009
https://doi.org/10.5194/cp-6-817-2010
https://doi.org/10.1029/2007GL030700
https://doi.org/10.1029/2005GL024518
https://doi.org/10.1007/s00382-005-0007-6
https://doi.org/10.1007/s00382-005-0008-5
https://doi.org/10.5194/cp-5-245-2009
https://doi.org/10.5194/tc-12-3097-2018
https://doi.org/10.5194/essd-14-2209-2022
https://doi.org/10.1007/s00382-002-0234-z
https://doi.org/10.1016/j.earscirev.2021.103875
https://doi.org/10.1002/2014JD022646
https://doi.org/10.1002/qj.828
https://doi.org/10.1029/96GL03004
https://doi.org/10.1175/1520-0442(1995)008<2471:SSONHG>2.0.CO;2
https://doi.org/10.1175/1520-0442(1995)008<2471:SSONHG>2.0.CO;2
https://doi.org/10.1088/1748-9326/abb051
https://doi.org/10.1111/j.1365-246X.1976.tb01252.x
https://doi.org/10.1111/j.1365-246X.1976.tb01252.x
https://doi.org/10.5194/cp-13-1695-2017
https://doi.org/10.5194/cp-6-229-2010
https://doi.org/10.1038/nature16494
https://doi.org/10.1029/2009JF001444
https://doi.org/10.5194/cp-8-1565-2012

M. Willeit et al.: Transient simulations of last glacial inception

J.  Climate, 10, 901-918, https://doi.org/10.1175/1520-
0442(1997)010<0901: AOAPTD>2.0.CO;2, 1997.

Greve, R. and Blatter, H.: Comparison of thermodynamics solvers
in the polythermal ice sheet model SICOPOLIS, Polar Sci., 10,
11-23, https://doi.org/10.1016/j.polar.2015.12.004, 2016.

Harvey, L. D. D.: Milankovitch Forcing, Vegetation
Feedback, and North Atlantic Deep-Water Formation,
J.  Climate, 2, 800-815, https://doi.org/10.1175/1520-
0442(1989)002<0800:mfvfan>2.0.co;2, 1989.

Heinemann, M., Timmermann, A., Elison Timm, O., Saito, F.,
and Abe-Ouchi, A.: Deglacial ice sheet meltdown: orbital
pacemaking and CO, effects, Clim. Past, 10, 1567-1579,
https://doi.org/10.5194/cp-10-1567-2014, 2014.

Herrington, A. R. and Poulsen, C. J.: Terminating the last inter-
glacial: The role of ice sheet-climate feedbacks in a GCM asyn-
chronously coupled to an ice sheet model, J. Climate, 25, 1871—
1882, https://doi.org/10.1175/JCLI-D-11-00218.1, 2012.

Hersbach, H., Bell, B., Berrisford, P., Hirahara, S., Hordnyi, A.,
Muiioz-Sabater, J., Nicolas, J., Peubey, C., Radu, R., Schepers,
D., Simmons, A., Soci, C., Abdalla, S., Abellan, X., Balsamo,
G., Bechtold, P., Biavati, G., Bidlot, J., Bonavita, M., De Chiara,
G., Dahlgren, P., Dee, D., Diamantakis, M., Dragani, R., Flem-
ming, J., Forbes, R., Fuentes, M., Geer, A., Haimberger, L.,
Healy, S., Hogan, R. J., Holm, E., Janiskova, M., Keeley, S.,
Laloyaux, P., Lopez, P., Lupu, C., Radnoti, G., de Rosnay, P,
Rozum, 1., Vamborg, F., Villaume, S., and Thépaut, J. N.: The
ERAS global reanalysis, Q. J. Roy. Meteor. Soc., 146, 1999-
2049, https://doi.org/10.1002/qj.3803, 2020.

Holland, P. R., Jenkins, A., and Holland, D. M.: The response of Ice
shelf basal melting to variations in ocean temperature, J. Climate,
21, 2558-2572, https://doi.org/10.1175/2007JCLI1909.1, 2008.

Honing, D., Willeit, M., Calov, R., Klemann, V., Bagge, M., and
Ganopolski, A.: Multistability and Transient Response of the
Greenland Ice Sheet to Anthropogenic CO, Emissions, Geophys.
Res. Lett., 50, 1-11, https://doi.org/10.1029/2022GL101827,
2023.

Huybrechts, P.: Sea-level changes at the LGM from ice-dynamic
reconstructions of the Greenland and Antarctic ice sheets dur-
ing the glacial cycles, Quaternary Sci. Rev., 21, 203-231,
https://doi.org/10.1016/S0277-3791(01)00082-8, 2002.

Jenkins, A.: A one-dimensional model of ice
ocean interaction, J. Geophys. Res., 96,
https://doi.org/10.1029/91JC01842, 1991.

Jochum, M., Jahn, A., Peacock, S., Bailey, D. A., Fasullo, J. T,
Kay, J., Levis, S., and Bette, O. B.: True to milankovitch:
Glacial inception in the new community climate system model,
J. Climate, 25, 2226-2239, https://doi.org/10.1175/JCLI-D-11-
00044.1, 2012.

Kageyama, M., Charbit, S., Ritz, C., Khodri, M., and Ram-
stein, G.: Quantifying ice-sheet feedbacks during the
last glacial inception, Geophys. Res. Lett., 31, 14,
https://doi.org/10.1029/2004GL021339, 2004.

Kapsch, M.-L., Mikolajewicz, U., Ziemen, F. A., Rodehacke, C. B.,
and Schannwell, C.: Analysis of the surface mass balance for
deglacial climate simulations, The Cryosphere, 15, 1131-1156,
https://doi.org/10.5194/tc-15-1131-2021, 2021.

Kendall, R. A., Mitrovica, J. X., and Milne, G. A.: On post-glacial
sea level — II. Numerical formulation and comparative results on

shelf-
20671,

https://doi.org/10.5194/cp-20-597-2024

621

spherically symmetric models, Geophys. J. Int., 161, 679-706,
https://doi.org/10.1111/j.1365-246X.2005.02553.x, 2005.

Khodri, M., Leclalnche, Y., Ramstein, G., Braconnot, P., Marti, O.,
and Cortijo, E.: Simulating the amplification of orbital forcing
by ocean feedbacks in the last glaciation, Nature, 410, 570-574,
https://doi.org/10.1038/35069044, 2001.

Klemann, V., Martinec, Z., and Ivins, E. R.:
isostasy and plate motion, J. Geodyn., 46,
https://doi.org/10.1016/j.jog.2008.04.005, 2008.

Kohler, P., Nehrbass-Ahles, C., Schmitt, J., Stocker, T. F., and Fis-
cher, H.: A 156 kyr smoothed history of the atmospheric green-
house gases CO,, CHy, and N>O and their radiative forcing,
Earth Syst. Sci. Data, 9, 363—-387, https://doi.org/10.5194/essd-
9-363-2017, 2017.

Konrad, H., Sasgen, 1., Pollard, D., and Klemann, V.: Potential of
the solid-Earth response for limiting long-term West Antarctic
Ice Sheet retreat in a warming climate, Earth Planet. Sc. Lett.,
432, 254-264, https://doi.org/10.1016/j.epsl.2015.10.008, 2015.

Krebs-Kanzow, U., Gierz, P, and Lohmann, G.: Brief com-
munication: An ice surface melt scheme including the diur-
nal cycle of solar radiation, The Cryosphere, 12, 3923-3930,
https://doi.org/10.5194/tc-12-3923-2018, 2018.

Kubatzki, C., Claussen, M., Calov, R., and Ganopolski, A.: Sensi-
tivity of the last glacial inception to initial and surface conditions,
Clim. Dynam., 27, 333-344, https://doi.org/10.1007/s00382-
006-0136-6, 2006.

Lambert, E., Jiling, A., van de Wal, R. S. W., and Holland, P.
R.: Modelling Antarctic ice shelf basal melt patterns using the
one-layer Antarctic model for dynamical downscaling of ice—
ocean exchanges (LADDIE v1.0), The Cryosphere, 17, 3203—
3228, https://doi.org/10.5194/tc-17-3203-2023, 2023.

Laskar, J., Robutel, P., Joutel, F., Gastineau, M., Correia, a. C. M.,
and Levrard, B.: A long-term numerical solution for the insola-
tion quantities of the Earth, Astron. Astrophys., 428, 261-285,
https://doi.org/10.1051/0004-6361:20041335, 2004.

Laske, G., Masters, G., Ma, Z., and Pasyanos, M.: Update on
Crust 1.0: A 1-Degree Global Model of Earth’s Crust, http:
/ligppweb.ucsd.edu/~gabi/crustl.html (last access: 1 June 2022),
2013.

Latif, M., Claussen, M., Schulz, M., and Briicher, T.: Comprehen-
sive Earth System Models of the Last Glacial Cycle, Eos, 97,
https://doi.org/10.1029/2016E0059587, 2016.

Lipscomb, W. H., Fyke, J. G., Vizcaino, M., Sacks, W. J., Wolfe,
J., Vertenstein, M., Craig, A., Kluzek, E., and Lawrence, D. M.:
Implementation and initial evaluation of the glimmer commu-
nity ice sheet model in the community earth system model,
J. Climate, 26, 7352—7371, https://doi.org/10.1175/JCLI-D-12-
00557.1, 2013.

Lofverstrom, M., Thompson, D. M., Otto-Bliesner, B. L., and
Brady, E. C.: The importance of Canadian Arctic Archipelago
gateways for glacial expansion in Scandinavia, Nat. Geosci., 15,
482-488, https://doi.org/10.1038/s41561-022-00956-9, 2022.

Lorenz, S. J. and Lohmann, G.: Acceleration technique for Mi-
lankovitch type forcing in a coupled atmosphere-ocean circula-
tion model: Method and application for the Holocene, Clim. Dy-
nam., 23, 727-743, https://doi.org/10.1007/s00382-004-0469-y,
2004.

Glacial
95-103,

Clim. Past, 20, 597-623, 2024


https://doi.org/10.1175/1520-0442(1997)010<0901:AOAPTD>2.0.CO;2
https://doi.org/10.1175/1520-0442(1997)010<0901:AOAPTD>2.0.CO;2
https://doi.org/10.1016/j.polar.2015.12.004
https://doi.org/10.1175/1520-0442(1989)002<0800:mfvfan>2.0.co;2
https://doi.org/10.1175/1520-0442(1989)002<0800:mfvfan>2.0.co;2
https://doi.org/10.5194/cp-10-1567-2014
https://doi.org/10.1175/JCLI-D-11-00218.1
https://doi.org/10.1002/qj.3803
https://doi.org/10.1175/2007JCLI1909.1
https://doi.org/10.1029/2022GL101827
https://doi.org/10.1016/S0277-3791(01)00082-8
https://doi.org/10.1029/91JC01842
https://doi.org/10.1175/JCLI-D-11-00044.1
https://doi.org/10.1175/JCLI-D-11-00044.1
https://doi.org/10.1029/2004GL021339
https://doi.org/10.5194/tc-15-1131-2021
https://doi.org/10.1111/j.1365-246X.2005.02553.x
https://doi.org/10.1038/35069044
https://doi.org/10.1016/j.jog.2008.04.005
https://doi.org/10.5194/essd-9-363-2017
https://doi.org/10.5194/essd-9-363-2017
https://doi.org/10.1016/j.epsl.2015.10.008
https://doi.org/10.5194/tc-12-3923-2018
https://doi.org/10.1007/s00382-006-0136-6
https://doi.org/10.1007/s00382-006-0136-6
https://doi.org/10.5194/tc-17-3203-2023
https://doi.org/10.1051/0004-6361:20041335
http://igppweb.ucsd.edu/~gabi/crust1.html
http://igppweb.ucsd.edu/~gabi/crust1.html
https://doi.org/10.1029/2016EO059587
https://doi.org/10.1175/JCLI-D-12-00557.1
https://doi.org/10.1175/JCLI-D-12-00557.1
https://doi.org/10.1038/s41561-022-00956-9
https://doi.org/10.1007/s00382-004-0469-y

622

Lucazeau, F.: Analysis and Mapping of an Updated Terrestrial
Heat Flow Data Set, Geochem. Geophy. Geosy., 20, 4001-4024,
https://doi.org/10.1029/2019GC008389, 2019.

Martinec, Z.: Spectral-finite element approach to three-dimensional
viscoelastic relaxation in a spherical earth, Geophys. J. Int., 142,
117-141,  https://doi.org/10.1046/j.1365-246X.2000.00138 %,
2000.

Martinec, Z. and Hagedoorn, J.: The rotational feedback on linear-
momentum balance in glacial isostatic adjustment, Geophys. J.
Int., 199, 1823-1846, https://doi.org/10.1093/gji/ggu369, 2014.

Martinec, Z., Klemann, V., van der Wal, W., Riva, R. E., Spada, G.,
Sun, Y., Melini, D., Kachuck, S. B., Barletta, V., Simon, K., A,
G., and James, T. S.: A benchmark study of numerical implemen-
tations of the sea level equation in GIA modelling, Geophys. J.
Int., 215, 389—414, https://doi.org/10.1093/gji/ggy280, 2018.

Meccia, V. L. and Mikolajewicz, U.: Interactive ocean bathymetry
and coastlines for simulating the last deglaciation with the Max
Planck Institute Earth System Model (MPI-ESM-v1.2), Geosci.
Model Dev., 11, 4677-4692, https://doi.org/10.5194/gmd-11-
4677-2018, 2018.

Meissner, K. J., Weaver, A. J., Matthews, H. D., and Cox, P. M.:
The role of land surface dynamics in glacial inception: A study
with the UVic Earth System Model, Clim. Dynam., 21, 515-537,
https://doi.org/10.1007/s00382-003-0352-2, 2003.

Milankovitch, M.: Kanon der Erdbestrahlung und Seine Andwen-
dung auf das Eiszeitenproblem, in: vol. 33, Spec. Publ. 132,
R. Serbian Acad., Belgrade, 633 pp., 1941.

Mysak, L. A.: Glacial inceptions: Past and future, Atmos. Ocean,
46, 317-341, https://doi.org/10.3137/20.460303, 2008.

Niu, G. Y. and Yang, Z. L.: An observation-based formulation
of snow cover fraction and its evaluation over large North
American river basins, J. Geophys. Res. Atmos., 112, 1-14,
https://doi.org/10.1029/2007JD008674, 2007.

Niu, L., Lohmann, G., Hinck, S., Gowan, E. J., and Krebs-Kanzow,
U.: The sensitivity of Northern Hemisphere ice sheets to atmo-
spheric forcing during the last glacial cycle using PMIP3 mod-
els, J. Glacio., 65, 645-661, https://doi.org/10.1017/jog.2019.42,
2019.

Olbers, D. and Hellmer, H.: A box model of circulation and
melting in ice shelf caverns, Ocean Dynam., 60, 141-153,
https://doi.org/10.1007/s10236-009-0252-z, 2010.

Palmer, M. D., Gregory, J. M., Bagge, M., Calvert, D., Hage-
doorn, J. M., Howard, T., Klemann, V., Lowe, J. A,
Roberts, C. D., Slangen, A. B., and Spada, G.: Exploring
the Drivers of Global and Local Sea-Level Change Over the
21st Century and Beyond, Earths Future, 8, e2019EF001413,
https://doi.org/10.1029/2019EF001413, 2020.

Pelle, T., Morlighem, M., and Bondzio, J. H.: Brief communication:
PICOP, a new ocean melt parameterization under ice shelves
combining PICO and a plume model, The Cryosphere, 13, 1043—
1049, https://doi.org/10.5194/tc-13-1043-2019, 2019.

Pellicciotti, F., Brock, B., Strasser, U., Burlando, P., Funk, M.,
and Corripio, J.: An enhanced temperature-index glacier melt
model including the shortwave radiation balance: Development
and testing for Haut Glacier d’ Arolla, Switzerland, J. Glacio., 51,
573-587, https://doi.org/10.3189/172756505781829124, 2005.

Peltier, W. R. and Marshall, S.: Coupled energy-balance/ice-sheet
model simulations of the glacial cycle: A possible connection be-

Clim. Past, 20, 597-623, 2024

M. Willeit et al.: Transient simulations of last glacial inception

tween terminations and terrigenous dust, J. Geophys. Res., 100,
14269, https://doi.org/10.1029/95JD00015, 1995.

Pfeffer, W. T., Arendt, A. A., Bliss, A., Bolch, T., Cogley, J. G.,
Gardner, A. S., Hagen, J.-O., Hock, R., Kaser, G., Kienholz,
C., Miles, E. S., Moholdt, G., Moélg, N., Paul, F., Radi¢, V.,
Rastner, P., Raup, B. H., Rich, J., Sharp, M. J., and The Ran-
dolph Consortium: The Randolph Glacier Inventory: a glob-
ally complete inventory of glaciers, J. Glaciol., 60, 537-552,
https://doi.org/10.3189/2014J0G13J176, 2014.

Pollard, D.: A  simple parameterization for ice
sheet ablation rate., Tellus, 32, 384-388,
https://doi.org/10.3402/tellusa.v32i4.10593, 1980.

Pollard, D. and DeConto, R. M.: Description of a hybrid ice sheet-
shelf model, and application to Antarctica, Geosci. Model Deyv.,
5, 1273-1295, https://doi.org/10.5194/gmd-5-1273-2012, 2012.

Quiquet, A., Roche, D. M., Dumas, C., Bouttes, N., and Lhardy, F.:
Climate and ice sheet evolutions from the last glacial maximum
to the pre-industrial period with an ice-sheet—climate coupled
model, Clim. Past, 17, 2179-2199, https://doi.org/10.5194/cp-
17-2179-2021, 2021.

Reeh, N.: Parameterization of melt rate and surface temperature
on the Greenland ice sheet, Polarforschung, 59, 113-128, http:
/lepic.awi.de/2522/1/Ree1989c.pdf (last access: 10 May 2023),
1991.

Reese, R., Albrecht, T., Mengel, M., Asay-Davis, X., and Winkel-
mann, R.: Antarctic sub-shelf melt rates via PICO, The
Cryosphere, 12, 1969-1985, https://doi.org/10.5194/tc-12-1969-
2018, 2018.

Riddick, T., Brovkin, V., Hagemann, S., and Mikolajewicz, U.:
Dynamic hydrological discharge modelling for coupled cli-
mate model simulations of the last glacial cycle: the MPI-
DynamicHD model version 3.0, Geosci. Model Dev., 11, 4291-
4316, https://doi.org/10.5194/gmd-11-4291-2018, 2018.

Rind, D., Peteet, D., and Kukla, G.: Can Milankovitch or-
bital variations initiate the growth of ice sheets in a gen-
eral circulation model?, J. Geophys. Res., 94, 12851-12871,
https://doi.org/10.1029/JD094iD10p12851, 1989.

Robinson, A., Calov, R., and Ganopolski, A.: An efficient regional
energy-moisture balance model for simulation of the Greenland
Ice Sheet response to climate change, The Cryosphere, 4, 129—
144, https://doi.org/10.5194/tc-4-129-2010, 2010.

Robinson, A., Calov, R., and Ganopolski, A.: Multistability and crit-
ical thresholds of the Greenland ice sheet, Nat. Clim. Change, 2,
429432, https://doi.org/10.1038/nclimate 1449, 2012.

Robinson, A., Alvarez-Solas, J., Montoya, M., Goelzer, H., Greve,
R., and Ritz, C.: Description and validation of the ice-sheet
model Yelmo (version 1.0), Geosci. Model Dev., 13, 2805-2823,
https://doi.org/10.5194/gmd-13-2805-2020, 2020.

Roesch, A., Wild, M., Gilgen, H., and Ohmura, A.
A new snow cover fraction parameterization for
the ECHAM4 GCM, Clim. Dynam., 17, 933-946,
https://doi.org/10.1007/s003820100153, 2001.

Royer, J. F, Deque, M., and Pestiaux, P.: Orbital forcing of the
inception of the Laurentide ice sheet?, Nature, 304, 43-46,
https://doi.org/10.1038/304043a0, 1983.

Schaffer, J., Timmermann, R., Arndt, J. E., Kristensen, S. S.,
Mayer, C., Morlighem, M., and Steinhage, D.: A global, high-
resolution data set of ice sheet topography, cavity geome-

https://doi.org/10.5194/cp-20-597-2024


https://doi.org/10.1029/2019GC008389
https://doi.org/10.1046/j.1365-246X.2000.00138.x
https://doi.org/10.1093/gji/ggu369
https://doi.org/10.1093/gji/ggy280
https://doi.org/10.5194/gmd-11-4677-2018
https://doi.org/10.5194/gmd-11-4677-2018
https://doi.org/10.1007/s00382-003-0352-2
https://doi.org/10.3137/ao.460303
https://doi.org/10.1029/2007JD008674
https://doi.org/10.1017/jog.2019.42
https://doi.org/10.1007/s10236-009-0252-z
https://doi.org/10.1029/2019EF001413
https://doi.org/10.5194/tc-13-1043-2019
https://doi.org/10.3189/172756505781829124
https://doi.org/10.1029/95JD00015
https://doi.org/10.3189/2014JoG13J176
https://doi.org/10.3402/tellusa.v32i4.10593
https://doi.org/10.5194/gmd-5-1273-2012
https://doi.org/10.5194/cp-17-2179-2021
https://doi.org/10.5194/cp-17-2179-2021
http://epic.awi.de/2522/1/Ree1989c.pdf
http://epic.awi.de/2522/1/Ree1989c.pdf
https://doi.org/10.5194/tc-12-1969-2018
https://doi.org/10.5194/tc-12-1969-2018
https://doi.org/10.5194/gmd-11-4291-2018
https://doi.org/10.1029/JD094iD10p12851
https://doi.org/10.5194/tc-4-129-2010
https://doi.org/10.1038/nclimate1449
https://doi.org/10.5194/gmd-13-2805-2020
https://doi.org/10.1007/s003820100153
https://doi.org/10.1038/304043a0

M. Willeit et al.: Transient simulations of last glacial inception

try, and ocean bathymetry, Earth Syst. Sci. Data, 8, 543-557,
https://doi.org/10.5194/essd-8-543-2016, 2016.

SICOPOLIS Authors: SICOPOLIS v5.3, Zenodo
https://doi.org/10.5281/zenodo.6872611, 2022.

Spada, G. and Melini, D.: SELEN* (SELEN version 4.0): a For-
tran program for solving the gravitationally and topograph-
ically self-consistent sea-level equation in glacial isostatic
adjustment modeling, Geosci. Model Dev., 12, 5055-5075,
https://doi.org/10.5194/gmd-12-5055-2019, 2019.

Spratt, R. M. and Lisiecki, L. E.: A Late Pleistocene sea level stack,
Clim. Past, 12, 1079-1092, https://doi.org/10.5194/cp-12-1079-
2016, 2016.

Tabor, C. R. and Poulsen, C. J.: Simulating the mid-Pleistocene
transition through regolith removal, Earth Planet. Sc. Lett., 434,
231-240, https://doi.org/10.1016/j.eps1.2015.11.034, 2016.

Talento, S., Willeit, M., and Ganopolski, A.: New estimation of crit-
ical insolation — CO, relationship for triggering glacial inception,
Clim. Past Discuss. [preprint], https://doi.org/10.5194/cp-2023-
81, in review, 2023.

Tarasov, L. and Peltier, W. R.: Terminating the 100kyr ice
age cycle, J. Geophys. Res. Atmos., 102, 21665-21693,
https://doi.org/10.1029/97jd01766, 1997.

Tarasov, L. and Peltier, W. R.: Impact of thermomechan-
ical ice sheet coupling on a model of the 100 kyr
ice age cycle, J. Geophys. Res. Atmos., 104, 9517-9545,
https://doi.org/10.1029/1998JD200120, 1999.

Van De Berg, W. J., Van Den Broeke, M., Ettema, J., Van Meij-
gaard, E., and Kaspar, F.: Significant contribution of insolation
to Eemian melting of the Greenland ice sheet, Nat. Geosci., 4,
679-683, https://doi.org/10.1038/ngeo1245, 2011.

van den Berg, J.,, van de Wal, R., and Oerlemans, H.: A
mass balance model for the Eurasian Ice Sheet for the
last 120,000 years, Global Planet. Change, 61, 194-208,
https://doi.org/10.1016/j.gloplacha.2007.08.015, 2008.

Vavrus, S., Philippon-Berthier, G., Kutzbach, J. E., and
Ruddiman, W. F. The role of GCM resolution in
simulating glacial inception, Holocene, 21, 819-830,
https://doi.org/10.1177/0959683610394882, 2011.

Vavrus, S. J.: The response of the coupled arctic sea ice-atmosphere
system to orbital forcing and ice motion at 6 kyr and 115 kyr BP,
J.  Climate, 12, 873-896, https://doi.org/10.1175/1520-
0442(1999)012<0873:trotca>2.0.c0;2, 1999.

Vettoretti, G. and Peltier, W. R.: Post-Eemian glacial incep-
tion. Part I: The impact of summer seasonal temperature
bias, J. Climate, 16, 889-911, https://doi.org/10.1175/1520-
0442(2003)016<0889:PEGIPI>2.0.C0O;2, 2003.

Vettoretti, G. and Peltier, W. R.: The impact of inso-
lation, greenhouse gas forcing and ocean circulation
changes on glacial inception, Holocene, 21, 803-817,
https://doi.org/10.1177/0959683610394885, 2011.

[code],

https://doi.org/10.5194/cp-20-597-2024

623

Warren, S. G. and Wiscombe, W. J.: A Model for the
Spectral Albedo of Snow. I: Pure Snow, J. Atmos.
Sci., 37, 2712-2733, https://doi.org/10.1175/1520-
0469(1980)037<2712: AMFTSA>2.0.CO;2, 1980a.

Warren, S. G. and Wiscombe, W. J.: A Model for the Spectral
Albedo of Snow. II: Snow Containing Atmospheric Aerosols,
J. Atmos. Sci., 37, 2734-2745, https://doi.org/10.1175/1520-
0469(1980)037<2734: AMFTSA>2.0.CO;2, 1980b.

Weertman, J.: Milankovitch solar radiation variations
and ice age ice sheet sizes, Nature, 261, 17-20,
https://doi.org/10.1038/261017a0, 1976.

Willeit, M.: CLIMBER-X v1.0, Zenodo [code],

https://doi.org/10.5281/zenodo.7898797, 2023.

Willeit, M. and Ganopolski, A.: PALADYN v1.0, a compre-
hensive land surface—vegetation—carbon cycle model of in-
termediate complexity, Geosci. Model Dev., 9, 3817-3857,
https://doi.org/10.5194/gmd-9-3817-2016, 2016.

Willeit, M. and Ganopolski, A.: The importance of snow albedo
for ice sheet evolution over the last glacial cycle, Clim. Past, 14,
697-707, https://doi.org/10.5194/cp-14-697-2018, 2018.

Willeit, M., Ganopolski, A., Calov, R., and Brovkin, V.: Mid-
Pleistocene transition in glacial cycles explained by declin-
ing CO, and regolith removal, Science Advances, 5, 1-9,
https://doi.org/10.1126/sciadv.aav7337, 2019.

Willeit, M., Ganopolski, A., Robinson, A., and Edwards, N. R.: The
Earth system model CLIMBER-X v1.0 — Part 1: Climate model
description and validation, Geosci. Model Dev., 15, 5905-5948,
https://doi.org/10.5194/gmd-15-5905-2022, 2022.

Willeit, M., Ilyina, T., Liu, B., Heinze, C., Perrette, M., Heine-
mann, M., Dalmonech, D., Brovkin, V., Munhoven, G., Borker,
J., Hartmann, J., Romero-Mujalli, G., and Ganopolski, A.:
The Earth system model CLIMBER-X v1.0 — Part 2: The
global carbon cycle, Geosci. Model Dev., 16, 3501-3534,
https://doi.org/10.5194/gmd-16-3501-2023, 2023.

Willeit, M., Calov, R., Talento, S., Greve, R., Bernales, J., Klemann,
V., Bagge, M., and Ganopolski, A: Publication data for Willeit,
M., Calov, R., Talento, S., Greve, R., Bernales, J., Klemann, V.,
Bagge, M., and Ganopolski, A.: Glacial inception through rapid
ice area increase driven by albedo and vegetation feedbacks, Zen-
odo [data set], https://doi.org/10.5281/zenodo.10643295, 2024.

Yin, Q. Z., Wu, Z. P,, Berger, A., Goosse, H., and Hodell, D.: In-
solation triggered abrupt weakening of Atlantic circulation at the
end of interglacials, Science, 373, 1035-1040, 2021.

Yoshimori, M., Reader, M., Weaver, A., and McFarlane, N.: On the
causes of glacial inception at 116 kaBP, Clim. Dynam., 18, 383—
402, https://doi.org/10.1007/s00382-001-0186-8, 2002.

Clim. Past, 20, 597-623, 2024


https://doi.org/10.5194/essd-8-543-2016
https://doi.org/10.5281/zenodo.6872611
https://doi.org/10.5194/gmd-12-5055-2019
https://doi.org/10.5194/cp-12-1079-2016
https://doi.org/10.5194/cp-12-1079-2016
https://doi.org/10.1016/j.epsl.2015.11.034
https://doi.org/10.5194/cp-2023-81
https://doi.org/10.5194/cp-2023-81
https://doi.org/10.1029/97jd01766
https://doi.org/10.1029/1998JD200120
https://doi.org/10.1038/ngeo1245
https://doi.org/10.1016/j.gloplacha.2007.08.015
https://doi.org/10.1177/0959683610394882
https://doi.org/10.1175/1520-0442(1999)012<0873:trotca>2.0.co;2
https://doi.org/10.1175/1520-0442(1999)012<0873:trotca>2.0.co;2
https://doi.org/10.1175/1520-0442(2003)016<0889:PEGIPI>2.0.CO;2
https://doi.org/10.1175/1520-0442(2003)016<0889:PEGIPI>2.0.CO;2
https://doi.org/10.1177/0959683610394885
https://doi.org/10.1175/1520-0469(1980)037<2712:AMFTSA>2.0.CO;2
https://doi.org/10.1175/1520-0469(1980)037<2712:AMFTSA>2.0.CO;2
https://doi.org/10.1175/1520-0469(1980)037<2734:AMFTSA>2.0.CO;2
https://doi.org/10.1175/1520-0469(1980)037<2734:AMFTSA>2.0.CO;2
https://doi.org/10.1038/261017a0
https://doi.org/10.5281/zenodo.7898797
https://doi.org/10.5194/gmd-9-3817-2016
https://doi.org/10.5194/cp-14-697-2018
https://doi.org/10.1126/sciadv.aav7337
https://doi.org/10.5194/gmd-15-5905-2022
https://doi.org/10.5194/gmd-16-3501-2023
https://doi.org/10.5281/zenodo.10643295
https://doi.org/10.1007/s00382-001-0186-8

	Abstract
	Introduction
	Model description and setup
	Experimental design
	Modelling results
	Reference transient simulation of the last glacial inception
	Role of vegetation, ice sheet, and carbon cycle feedbacks
	Sensitivity to climate model biases
	Sensitivity to snow albedo parameterization
	Sensitivity to climate model acceleration
	Sensitivity to ice sheet model resolution

	Discussion and conclusions
	Appendix A: SICOPOLIS ice sheet model
	Appendix B: SEMIX surface energy and mass balance interface
	Appendix B1: Downscaling of climate variables
	Appendix B2: Temperature bias correction
	Appendix B3: Surface energy and mass balance of snow and ice

	Appendix C: IMO ice shelf basal melt model
	Appendix D: VILMA solid Earth model
	Code and data availability
	Author contributions
	Competing interests
	Disclaimer
	Special issue statement
	Acknowledgements
	Financial support
	Review statement
	References

